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Abstract—Vicious assaults, malware, and various ransomware

pose a cybersecurity threat, causing considerable damage to com-
puter structures, servers, and mobile and web apps across various
industries and businesses. These safety concerns are important
and must be addressed immediately. Ransomware detection and
classification are critical for guaranteeing rapid reaction and
prevention. This study uses the XGBoost classifier and Random
Forest (RF) algorithms to detect and classify ransomware attacks.
This approach involves analyzing the behaviour of ransomware
and extracting relevant features that can help distinguish between
different ransomware families.
The models are evaluated on a dataset of ransomware attacks
and demonstrate their effectiveness in accurately detecting and
classifying ransomware. The results show that the XGBoost
classifier, Random Forest Classifiers, can effectively detect and
classify different ransomware attacks with high accuracy, thereby
providing a valuable tool for enhancing cybersecurity.

Index Terms—Ransomware, Malware, Malware Detection,
Classification, XGBoost, Random Forest, Cybersecurity

I. INTRODUCTION

Ransomware attacks are becoming increasingly common
and devastating for both individuals and organizations. The
primary objective of this research work is to develop a
Machine-Learning (ML) based system that can detect ran-
somware attacks in real-time and classify them into different
categories [1], [2]. The system will be designed to analyze the
behaviour of malicious software and identify the specific type
of ransomware being used. This information will improve the
system’s accuracy and provide relevant information to victims
and cybersecurity professionals [3].

Ransomware is malicious software that encrypts the user’s
files or entire system, making it inoperable, and then demands
a ransom fee from the victim’s computer in exchange for
the decryption key [3]. Ransomware attacks have become
more common in recent years, causing severe financial and
reputational harm to individuals and organizations [3].
Detecting and classifying ransomware is an important activity
for cybersecurity professionals to perform to safeguard against
assaults [4]. Detecting and classifying ransomware entails rec-
ognizing its behaviour and features, separating it from different
malware, and discovering its origin and attack pathways.
Machine learning in identifying ransomware is an emerg-
ing research subject with tremendous application potential
in creating anti-ransomware systems [4]. Malware, including
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ransomware, can be detected immediately through its unpre-
dictable actions using methods based on machine learning,
enhancing security. Using machine learning, computers can
learn and find patterns in enormous volumes of data and
generate predictions based on those patterns [5]. In the context
of ransomware detection and classification, machine learning
can be used to analyze various features of ransomware attacks,
such as the type of encryption used, the attack vector, and the
behaviour of the ransomware.

This research explores machine learning techniques to detect
and classify ransomware attacks [5], [6]. Specifically, the pro-
posed technique can analyze various features of ransomware
attacks and predict whether a given attack is ransomware.
This research will also explore different machine learning
algorithms like XGBoost and Random Forest for classifying
the ransomware and evaluate their performances on the ran-
somware detection and classification task.

The rest of the paper is organized as follows: section II
surveys and presents recently published work related to this
work, section III describes the dataset used in the research,
section IV represents the technical details of the implementa-
tion, section V represents results, and section VI describes the
concluding remarks of this paper.

II. RELATED WORK

A significant amount of research has been done in the
area of ransomware detection and classification using machine
learning. This literature survey briefly reviews some of the
recent and notable works in this field. Conventional detection
methods have been used to classify various threats, including
ransomware.

A clearly defined behavioural framework may be utilized
to examine different malware families, and many malware
families have common behavioral traits such as payload persis-
tence, stealth methods, and network activity [7]. The most of-
ten used conventional malware protection system is signature-
based analysis, and A. M. Abiola and M. F. Marhusin [7]
proposed a signature-based detection model for malware by
extracting the Brontok worms, and an n-gram technique was
utilised to break down the signatures that were extracted.

The framework detects malware and generates an accurate
solution which removes all dangers. To address the problem,
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a combination of a static and dynamic based or behaviour-
based structure was developed [8], in which analysis static-
based method analyses the application’s code to identify illicit
operations and dynamic based analysis monitors the processes
to determine the behaviour of malicious users and will be
identified as suspicious and subsequently terminated.
Another notable work in this field was by Singh et al.
(2019) [9], who proposed a system called Ransom Detector,
which used a random forest classifier to detect and classify
ransomware. Ransom Detector analyzed various features of
the ransomware, including file system activity, network traffic,
and process information [9]. The system achieved an accuracy
of 99.6% in detecting ransomware attacks. Random Forest is a
popular machine learning technique that is utilized for identi-
fying malware and ransomware. F. Khan et al., [10] developed
a DNAact-Ran-based malware detection technique based on
sequencing design constraints and the k-mer frequency vector.
The structure was tested on 582 DNAact-Run ransomware
samples and 942 legitimate instances to assess precision,
recall, f-measure, and accuracy. S. Poudyalwe et al. [11]
developed a machine learning-based detection algorithm for
identifying malware which employs multiple levels analysis
for better understanding the intent of malware code parts. The
algorithm was tested, and the findings show that it detects
malware with a 76% to 97% accuracy.

To summarize, machine learning has been widely utilised to
detect and classify ransomware assaults [11]. To train machine
learning algorithms, many features such as network traffic, file
system activity, and process information have been analysed.
The findings of these studies indicate that machine learning
can be an effective technique in tackling the ransomware
problem.

III. DATASET

This research uses the ransomware dataset [12], [13] from
Kaggle. The dataset consists of 62485 unique values and 18
features. The meta data of Ransomware Detection dataset is
presented in Figure 1.

The dataset has 27118 legitimate collections and the remain-
ing 35367 are malicious collections. Figure 2 shows the ratio
of the legitimate and non-legitimate data portions.

The selected dataset concentrates more on the changes that
the system undergoes when it has been attacked with any
malware in terms of Debug Size, which is the size of the
debug directory; Major Image version, which is the version
of the file; Major OS version, Export RVA, Export Version,
IatRVA is the virtual address of the import file.

Using a heat map, Figure 3 represents the correlation
matrices among data features. The diagonal boxes are all bright
and have values that correlate with each feature. The linear
trend between two features is defined by color hues ranging
from light to dark.

Table I, below shows the changes observed if a system or
file malfunctions or is corrupted.

RangeIndex: 62485 entries, @ to 62484
Data columns (total 18 columns):

#  Column Non-Null Count Dtype
©  FileName 62485 non-null object
1 md5Hash 62485 non-null object
2 Machine 62485 non-null inté64
3  DebugSize 62485 non-null int64
4  DebugRVA 62485 non-null inte4
5 MajorImageVersion 62485 non-null inte4
6 MajorOSVersion 62485 non-null inteé4
7 ExportRVA 62485 non-null inte64
8 ExportSize 62485 non-null int64
9 IatVRA 62485 non-null inté64
10 MajorLinkerVersion 62485 non-null inte4
11 MinorLinkerVersion 62485 non-null inté64
12 NumberOfSections 62485 non-null inté64
13 SizeOfStackReserve 62485 non-null inte4
14 Dl1lCharacteristics 62485 non-null inte4
15 ResourceSize 62485 non-null inté64
16 BitcoinAddresses 62485 non-null inté4
17 Benign 62485 non-null int64
dtypes: inté64(16), object(2)
Fig. 1. Meta data: Ransomware Detection Dataset
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Fig. 2. Legitimate (1) VS Malware (0) Data
TABLE 1
DATA SET OBSERVATIONS
Data MajorImage Version Export Size TatRVA MinResourceSize
Legitimate Non Zero Non Zero 4096 Non Zero
Malware 0 0 0 or very large number 0

IV. IMPLEMENTATION

After surveying recently published research papers, this
research has decided to carry out experiments on both Xg-
boost [14], [15] and Random Forest [16], [17] methods for
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Fig. 3. Correlation Matrices Among Dataset Features

ransomware detection and classification. Xgboost is a popular
gradient-boosting algorithm that has been used in various ma-
chine learning applications, including malware detection [11].
It is an ensemble machine learning algorithm that combines
weak and strong learners to produce a learner who is powerful.
The XGBoost classifier is a subset of the XGBoost algorithm
that is optimized for classification issues.

A. Algorithms

1y

2)

XGBoost Classifier: The XGBoost [14], [15] classifier
works by constructing a series of decision trees, each of
which attempts to rectify the flaws of the previous tree.
The approach provides greater weights to incorrectly
classified data throughout the training process, so subse-
quent trees focus on accurately identifying those samples
[18]. The final forecast takes the weighted average of all
the trees’ projections. The XGBoost classifier has several
advantages over other classification algorithms, includ-
ing high accuracy, scalability, flexibility, and speed.

Random Forest Algorithm: Random Forest [16], [17]
is a renowned and widely used method among data sci-
entists. Random forest is a supervised machine learning
algorithm commonly used in problems with classifica-
tion and regression [18]. It constructs decision trees
from several samples and uses their majority vote for
classification and the average for regression. One of the
essential characteristics of the Random Forest Method is
that it can handle data sets with continuous variables in
a regression and categorical variables for classification.

B. Model Training and Evaluation

The implementation of ransomware detection and classifica-
tion using Xgboost and Random Forest involves the following

steps:

Feature
Selection

Data

Splitting

Classifiers

/

.. & ‘
Legitimate Ransomware

Fig. 4. Framework for Ransomware Classification Implementation
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3)

4)

5)

6)
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Data Collection: As mentioned in the section III, the
data has been collected from Kaggle [12] for ran-
somware detection and classification, with 62485 sam-
ples and 18 features.

Feature Selection: Appropriate features has extracted
from the dataset, such as file system activity, Debug
Size, Export Size, Major Image Version, IatRVA, and
MinResource size, to analyze the changes in the data that
is affected by malware attacks and the characteristics of
a normal system which has legitimate data.

Data Preprocessing: The selected dataset for this re-
search is clean and clear. It has no null or missing values
in the data set. So it did not require any preprocessing
steps for this data.

Data Splitting: The collected data has been split into
training and testing datasets typically into an 80:20 ratio
in which 80% of data is used for training the model, and
20% is used as test data.

Model Training: XGBoost, and Random Forest clas-
sifiers are trained using the Scikit-learn [19] python
library. During the training phase, these algorithms con-
struct a chain of decision trees, with each succeeding
tree attempting to fix the flaws of the prior tree.
Model Evaluation: The performance of both algorithms
is evaluated by calculating evaluating metrics like accu-
racy scores, Precision, Recall, and F1 scores as described
below by testing the data against a test data set which
was not used during the training process.

Precision: Mathematically, Precision is defined as the



ratio of true positives to the sum of true positives and
false positives (FP).

. True Positives
Precision = — — (D)
True Positives + False Positives

Recall: Mathematically, recall is defined as the ratio of
true positives (TP) to the sum of true positives and false
negatives (FN).

True Positives

Recall = .. :

True Positives + False Negatives
F1 Score: F1 score is the harmonic mean of precision
and recall, and provides a single metric that balances

both measures. It is defined as:
Precision * Recall
Fi =2+« — 3)
Precision + Recall

V. RESULT AND DISCUSSION

A. Results

XGBoost, and Random Forest algorithms are applied to
classify legitimate and ransomware data. The below table
shows the performance evaluation metrics such as Accuracy,
Precision, Recall, F1 score for both classifiers. XGboost al-
gorithm achieved 99.61% accuracy where as Random Forest
secured overall 99.70% accuracy. XGBoost Classifier got
Precision, Recall, F1 scores are 0.9974, 0.9938, 0.9956 re-
spectively. Random Forest Algorithm achieved 0.9974, 0.9949,
0.9962 Precision, Recall, F1 score respectively.

TABLE II
EXPERIMENTAL RESULTS
Model Accuracy | Precision Recall F1 Score
XGBoost 0.9961 0.9974 0.9938 0.9956
Random Forest 0.9970 0.9976 0.9956 0.9966

Figure 5 and Figure 6 are showing the obtained results for
both algorithms.

precision recall fl-score support

0 1.00 1.00 1.00 6931

1 1.00 0.99 1.00 5566

accuracy 1.00 12497
macro avg 1.00 1.00 1.00 12497
weighted avg 1.00 1.00 1.00 12497

Fig. 5. Classification Report of XGBoost Classifier

Figures 7, 8 9, 10, are showing the precision-recall graphs
and confusion matrices for XBboost and Randomforesr algo-
rithms respectively.

B. Discussion

The results show that both algorithms were able to achieve
high accuracy in detecting and classifying ransomware sam-
ples, with Random Forest achieving a slightly higher accuracy

precision recall fl-score support

0 1.00 1.00 1.00 6931

1 1.00 0.99 1.00 5566

accuracy 1.00 12497
macro avg 1.00 1.00 1.00 12497
weighted avg 1.00 1.00 1.00 12497

Fig. 6. Classification Report of Random Forest Algorithm

Precision-Recall Graph for Xgboost

1.0

Precision

0.0 T T T
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Fig. 7. Precision Recall Curve of XGBoost Classifier

than XGBoost which is not a noticeable change that varies in
fraction of 0.09%.

Table III shows the classification accuracies of recently
published works compared to the proposed work.

TABLE III
COMPARISON OF RESULTS
Reference Classifier Accuracy
Molina et al. [20] RF 94.92
Bae et al. [21] RF 98.65
Hwang et al. [22] Markov Chain, RF 97.30
Rawshan et al. [6] | Logistic Regression 99.15
Proposed work XGboost, RF 99.61, 99.7

This research achieved better accuracy than other works
reported in Table III. However, it should be noted that the
performance of the models may vary depending on the data
set used and the specific parameters chosen for the algorithm.

In terms of computational efficiency, the Xgboost algorithm
was faster than Random Forest, which may be an advantage
for large-scale data sets. However, Random Forest is known
to be less prone to over fitting, which may be a concern with
Xgboost.

VI. CONCLUSION

This research has used XGBoost, and Random Forest
algorithms to classify legitimate and ransomware data. Ta-
ble II shows both classifiers’ performance evaluation metrics:
accuracy, precision-recall, and F1 score. XGboost algorithm
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Fig. 8. Confusion Matrix for XGBoost Algorithm

Precision-Recall Graph for Random Forest
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Fig. 9. Precision Recall Curve of Random Forest Algorithm

Confusion Matrix for Random Forest
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Fig. 10. Confusion Matrix for Random Forest Algorithm

achieved 99.61% accuracy whereas Random Forest secured
overall 99.70% accuracy. XGBoost Classifier got precision, re-
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call, and F1 scores of 0.9974, 0.9938, and 0.9956, respectively.
Random Forest algorithm achieved 0.9976, 0.9956, 0.9966
precision, recall, and F1 score, respectively. In the future, the
Convolutional Neural Network (CNN) based algorithms will
be tested with the latest and larger scale datasets for detecting
and classifying ransomware families.
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