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Abstract—The financial market and public opinion are cor-
related. This means that changes in the financial market can
result in changes to public opinion and changes to public opinion
can result in changes to the financial market. Accordingly, it is
essential for understanding and interacting with the financial
market to gather text content from online sources and process
it. As a result of the rapid growth of social media and other
online sources, we have seen an exponential rise in data,
particularly textual data, in recent years. It can be difficult
for a person to read, let alone process, the massive volumes
of data generated every day. This indicates that we need
automated methods for processing textual data and extracting
useful information. Automated text summarization is a method
of shortening huge amounts of text without losing essential infor-
mation. Transformers, which can efficiently manage and analyze
textual data, are state-of-the-art text summarization models.
However, developing such an automated text summarization
model specialized in a domain (e.g. finance) can be challenging
since we lack necessary domain-specific summarization datasets.
In this work, we propose a pipeline for fully automating the
finetuning of a text summarization model in a specific domain,
namely cryptocurrency domain, without the involvement of
human annotators. To this end, we introduce a novel method for
self-improvement of text summarization models which relies on
a model assistant which encodes domain knowledge, enabling
finetuning text summarization models in specific domains in
which we lack specific-domain summarization datasets. The
proposed method is evaluated on a cryptocurrency-related text
summarization problem and three well-known Large Language
Models (LLMs) used for text summarization.

Index Terms—Natural Languange Processing, Text Summa-
rization, Finetuning Large Language Models

I. INTRODUCTION

Large Language Models (LLMs) with powerful natural
language processing capabilities that enable real-time under-
standing and extraction of insights from the constant flow
of data, facilitating more efficient and insightful decision-
making processes, play an important role in large-scale data
stream applications (e.g., financial forecasting). As a result, it
is critical to investigate ways to adapt them in large-scale data
stream applications and advantage of them due to their ability
to rapidly process data streams from a variety of domains.
LLMs can be used in order to solve a variety of tasks, such as
sentiment analysis, machine translation, and automated text
summarization.

Automated Text Summarization is a Natural Language
Processing (NLP) task that aims to shorten large text into

text that contains the key content and information. Although
summarization is a challenging task, it is crucial since we can
create shorter text that is more accessible and manageable,
especially in these years when an enormous amount of
data are generated every day. There is a large number of
automated text summarization methods in the literature that
vary from simple methods, like TextRank [1] and LexRank
[2] to complex neural network models, such as Sequence-
to-Sequence models [3] and Transformers [4]. Pretrained
models, such as PEGASUS [5] and BART [6], are used for
text summarization and have a wide range of applications
in a variety of fields. These models are designed on the
Transformers architecture and use an attention mechanism
in order to analyze text based on its context.

In the case of models that focus on a specific domain, it
is important to handle each domain differently because of
the different terminology and vocabulary of each domain.
This means that we should develop a different model for
summarizing medical documents [7] and a different model
for summarizing financial documents [8] because of their
specific vocabulary. Therefore, when we try to train a specific
domain model, we need to finetune the model by considering
the terms typically used in the corresponding domain. One
example of finetuned PEGASUS model is the Financial
Summarization Pegasus model [8]. This model is finetuned
on a financial news dataset that contains 2,000 articles from
Bloomberg, on topics such as stocks, markets, and currencies
and is able to generate quality summaries from text with
financial content.

Extending this idea, we aim to develop a model for text
summarization that focuses on cryptocurrency-related text.
However, there are no datasets that contain cryptocurrency-
related texts along with their corresponding summaries as
ground truth for training a text summarization model. On
one hand, if we have text with cryptocurrency-related content,
we can generate summaries using trained text summarization
models. On the other hand, these summaries do not encode
efficiently domain knowledge since they are not finetuned
in this specific domain. Thus, there is a need for an au-
tomated way to encode this knowledge in order to train a
cryptocurrency-related text summarization model. This leads
us to the main research question of this paper: Can we
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Fig. 1: Model assistant-based self-improvement of LLMs.
First, we create a number of alternative summaries using
a baseline text summarization model. After that, we use a
model assistant (text classification model) in order to select
the best summary as ground truth. Finally, we compile the
final finetuning dataset that consists of the original text and
the selected summary.

develop a pipeline that employs a model that encodes domain
knowledge for a task different from summarization (e.g.,
classification) and use it as a “model assistant” during the
finetuning process? Such a model assistant should encode
specific domain knowledge without necessarily being a text
summarization model and help to finetune a domain specific
text summarization model. This would enable us to create a
summarization dataset focused on a specific domain, i.e., in
our case cryptocurrencies, and then finetune a text summa-
rization model without the involvement of human annotators
which will cost time and effort.

The main contribution of this work is the implemen-
tation of a model assistant-based pipeline for finetuning
LLMs in order to develop a domain specific summariza-
tion model that can summarize text about cryptocurrency
assets, enabling models to self-improve. In more detail, we
finetuned three different pre-trained summarization models
using cryptocurrency-related documents. We extracted these
documents from a variety of online sources, such as online
articles or social media content and then we finetuned the
corresponding model using the proposed pipeline. Finally,
we evaluated generated summaries based on their ability to
predict the financial market, while also examining the effect
of the finetuning process on models’ behavior.

The rest of the paper has the following structure. In Section
II, we describe the proposed pipeline that we followed
in order to finetune automated text summarization models.
Then, in Section III, we provide the results of the conducted
experiments and we evaluate the impact of the finetuning
process in baseline models. Finally, in Section IV, we present
our conclusion and discuss future work.

II. PROPOSED METHOD

In this section, we describe the proposed pipeline for
finetuning text summarization models in order to develop
models that are able to handle cryptocurrency-related content
and improve financial trading.

In order to develop a cryptocurrency-related text summa-
rization model, we use a baseline text summarization model.
The proposed pipeline consists of 4 phases as follows: a)
data collection and preprocessing, b) text classifier training,

c) summarization model finetuning, and d) evaluation. We
describe each of these phases in detail in the following
sections.

A. Data Collection and Preprocessing

The data collection and preprocessing process is divided
into two steps. In the first step, we collected text data, such
as text documents from online sources that are related to
cryptocurrency content. For each of these text documents, we
generated a number of summaries using the baseline model
by varying the decoding process employed by the model. In
the second step, we collected price data on an hourly base
regarding the same time period when the text documents are
published. We transformed continuous price data pt for each
time step t into a categorical label lt as:

lt =


1 (up class), if pt−pt−1

pt−1
> T

−1 (down class), if pt−pt−1

pt−1
< −T

0 (same class), otherwise

, (1)

where pt is the price in the current time-step and pt−1 is the
price in the previous time-step.

We chose T = 0.25 as a threshold in order to transform
continuous data into categorical data since this threshold
results in equal samples of data in each class. Next, we
merged text samples with price data based on date. Thus, each
sample of our initial dataset contains the current date/time
step t, the original text xt, and the corresponding price
movement lt. Finally, we divided the whole dataset into 3
disjoint subsets in order to use them in each of the following
steps. In more detail, we used subset Xc for text classifier
training, Xf for summarization model finetuning and Xe for
evaluation.

B. Text Classifier Training

As mentioned before, our most challenging task in fine-
tuning a text summarization model on a specific domain is
to create a dataset that contains both the text documents with
their corresponding summaries. The use of human annotators
has a very large cost in time and effort that is impossible to
use. In this work, we propose using another model, called
model assistant, to this end. Given a number of generated
summaries, the model assistant evaluates them based on how
well they encode the domain knowledge. Since we focus
on the financial domain, we employ a model assistant that
aims to classify price movements based on the generated
summaries. Therefore, we employ the classification model
to make predictions for a summary yi as oi = g(yi). Thus,
we train the model g(·) to perform classification, based on
the corresponding price movement lt. Note that we might
have multiple documents that can be associated with the same
time-stamp t based on the employed sub-sampling.

To further improve the ability of the model assistant
to introduce domain knowledge and have a more accurate
market representation, we train a text classifier model g(·)
that can predict the price movements at the past 24 hours,
at the current hour, and the future 24 hours having as input
summaries generated from the baseline text summarization
models. In other words, we developed a model that is able
to provide a prediction for the financial market in the past,
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present, and future based on a given summary yt. This model
acts as an assistant in the self-improvement process of the
LLM since it enables it to choose the best summary that
should be used as ground truth from the set of generated
summaries. It is worth mentioning that this model can be
used not only for creating the finetuning dataset but also
independently for predicting the financial market.

C. Summarization Model Finetuning

In this step, we finetuned the baseline summarization
model f(·) using our finetuned dataset that was created
using the text classifier model g(·) of the previous step.
As mentioned before, for each one of the extracted text
documents of subset xi ∈ Xf we generated a number of sum-
maries y1, y2, ..., yn using the baseline summarization model
f(·). This is possible by altering the next token selection
in the employed decoding strategy. Then, we employ the
classification model to make predictions for each summary
as:

oi = g(yi). (2)

In order to select the best summary, we calculate the loss L
used for training the classification model for each generated
summary as:

ei = L(oi, li). (3)

Then, we can select the best summary yGT = yk where

k = argmin
i

ei. (4)

Therefore, we feed the generated summaries to the text
classifier and the summary with the least loss value yk is
chosen as the ground truth summary in the finetuning dataset.
So, the finetuning dataset consists of text documents along
with their corresponding summaries.

In this way, we can generate a finetuning dataset com-
pletely automatically without human involvement making
the process faster and more affordable. After creating the
finetuning dataset, we finetuned the baseline text summa-
rization model using this dataset in order to develop a text
summarization model that is focused on cryptocurrency-
related content.

D. Evaluation

This is the last step of the proposed pipeline. In this
step, we evaluated the quality of our generated summaries
based on their ability to predict various aspects of the
financial market in comparison to summaries generated by
a baseline (not finetuned) model. To this end, we employ a
text classification model, as described in Section II, trained to
predict price movements from the generated summaries. It is
worth mentioning that we do not employ typical summary
measures such as ROUGE [9] or BLEU [10] to evaluate
model performance since we are interested in improving
ground truth summaries. We, also, observed the differences
between the generated summaries in comparison to baseline
generated summaries in order to spot the effect of finetuning
on the model’s behavior.

III. EXPERIMENTAL EVALUATION

Datasets and Experimental Setup As we described in
Section II, the proposed pipeline requires three different
datasets, i.e., Xc for training the text classifier model, Xf

for creating the finetuning dataset, and Xe for evaluation
purposes. We managed to collect a total of 7,710 text
documents that are related to the Bitcoin cryptocurrency. We
chose the Bitcoin cryptocurrency since it is the most popular
and most expensive cryptocurrency. The datasets for training
the text classifier and for finetuning the text summarization
models consist of 3,605 samples each, while we used the rest
500 samples for the evaluation dataset. We also collected
BTC-USDT pair price data as mentioned in Section II for
the corresponding time period. We used a BERT model for
text classification [11]. This model’s architecture consists of
a BERT model with a sequence classification head on top that
predict 9 labels (3 labels for each of past, present, and future
price movements). As for text summarization models we used
three variations of PEGASUS-based models, as explained
below.

Experimental Evaluation We conducted experiments us-
ing 3 variations of PEGASUS-based models. More specifi-
cally, we finetuned: a) a generic text summarization model,
namely the PEGASUS-XSUM model, b) a specialized
text summarization model, namely the Financial PEGASUS
model, and a generic large language model, the PEGASUS-
LARGE.

A. Finetuning a Generic Text Summarization model

In the case of PEGASUS-XSUM, we followed the pro-
posed pipeline, as described before, in order to finetune it
using cryptocurrency-related text. First, we generated three
summaries for each text document using the PEGASUS-
XSUM model and we created the three data subsets. It is
worth mentioning that PEGASUS-XSUM is a text summa-
rization model that is trained in news articles from BBC
and covers a variety of domains, such as News, Politics,
Sports, and more. This means that it is not focused on the
finance domain. After generating the summaries, we trained
the BERT text classifier in 8 epochs with a learning rate set
to 2 × 10−6 and as loss, we used the cross entropy loss. In
Fig. 2, we can observe the accuracy and loss curves during
the training of the BERT text classifier. In this case, the
training accuracy is greater than 68%, and in the validation
set the accuracy is close to 48%. These accuracy values are
explained by the fact that PEGASUS-XSUM is not focused
on the financial domain and this has as a result to have not
accurate summaries. Despite this, note that the model still
provides predictions better than a random classifier, since
it predicts three equally probable classes (random chance
classification accuracy 33.33%).

Next, we finetuned the PEGASUS-XSUM model using
the proposed pipeline. In Fig. 4a), we can see the training
loss during the finetuning process. Here, we can see that the
loss values in the first steps of finetuning are higher than the
loss values in the case of the financial summarization model
(see Fig. 4b)). As mentioned before, PEGASUS-XSUM is
not focused on the financial domain and probably failed to
generate cryptocurrency-related summaries in the first steps

383



Fig. 2: Accuracy and loss curves during BERT text classifier
training using PEGASUS-XSUM model.

TABLE I: Price movement forecasting results for base-
line and finetuned summarization model in the case of
PEGASUS-XSUM model.

BASELINE FINETUNED DIFF %
ACCURACY - PAST 47.17% 47.83% +1.4 %
ACCURACY - NOW 47.39% 49.13% +3.67%

ACCURACY - FUTURE 47.83% 48.48% +1.36%

of finetuning. However, as the finetuning continues the model
was trained and generated cryptocurrency-related summaries
since the training loss is reduced significantly.

Finally, we evaluated the model’s performance based on
the generated summaries. First, we used the BERT text
classifier to determine if using the finetuned summaries can
result in more accurate financial market predictions. In Table
I, we can see that using the finetuned summaries resulted
in more accurate financial market predictions. This indicates
that the finetuning process improved the model’s ability to
generate cryptocurrency-related summaries.

We, also, evaluated finetuned model’s performance regard-
ing the vocabulary and how it changed in comparison to the
baseline vocabulary. In Table II, we can observe the top-5
most used words in the summaries of the evaluation dataset.
We can see that in the case of the finetuned summaries the
most used words are all related to cryptocurrency vocabulary.
However, in the case of the most used words in the baseline
summaries, we can see that there are words that are not
correlated with the cryptocurrency domain.

B. Finetuning a Specialized Text Summarization model

Similarly, in the case of the Financial Summarization PE-
GASUS model, for each of the text documents we generated
three summaries using this model. After that, we trained the
BERT text classifier for eight epochs with a learning rate set

TABLE II: Top-5 most used words in the original text,
summaries generated by baseline model, and summaries
generated by the finetuned model in the case of PEGASUS-
XSUM model.

ORIGINAL TEXT BASELINE FINETUNED
1. bitcoin copyrighted bitcoin
2. btc images nakamoto
3. xbt bitcoin cryptocurrency
4. crypto transactions ethereum
5. sats nakamoto satoshi

Fig. 3: Accuracy and loss curves during BERT text classifier
training using Financial Summarization model.

TABLE III: Accuracy results for baseline and finetuned
summaries in the case of Financial Summarization model.

BASELINE FINETUNED DIFF %
ACCURACY - PAST 49.27% 51.36% +4.24 %
ACCURACY - NOW 52.41% 53.04% +1.2 %

ACCURACY - FUTURE 50.73% 51.36% +1.24 %

to 10−5. The accuracy and loss curves during training are
provided in Fig. 3. The training accuracy in past, present,
and future price movements is greater than 80%, but in the
validation set is close to 49%. In this case, we observed
better results, especially in the training accuracy since this
baseline model is focused on the financial domain and is able
to summarize cryptocurrency-related content more efficiently
than PEGASUS-XSUM.

Next, we finetuned the financial summarization model
using the proposed method, as described before. We trained
the text summarization model for 16 epochs. In Fig. 4b),
we can observe the training loss during the finetuning pro-
cess. The training loss is reduced as excepted during the
finetuning. This means that the model is trained to gener-
ate cryptocurrency-related summaries. In comparison to the
PEGASUS-XSUM finetuning loss, we observed that the loss
in the early steps of the financial text summarization model
is less than the loss of PEGASUS-XSUM in the same steps.
This could be further explained by the fact that the financial
summarization model is fine-tuned in the financial domain,
which is correlated to cryptocurrency-related content, and
hence the loss is significantly lower in this case.

Finally, we evaluated the model’s performance based on
the generated summaries. First, we used the BERT text clas-
sifier in order to determine if using the finetuned summaries
can result in more accurate financial market predictions. In
Table III, we can see that using the finetuned summaries
resulted in more accurate financial market predictions. This
indicates that the finetuning process improved the model’s
ability to generate cryptocurrency-related summaries that can
improve financial market prediction.

Apart from that, we evaluated finetuned model’s perfor-
mance regarding the vocabulary and how it changed in
comparison to the baseline vocabulary. In Table IV, we can
observe the top-5 most used words in the summaries of the
evaluation dataset. We can see that in the case of finetuned
summaries the words like bitcoin and blockchain are used
most of the time. In baseline summaries, we see that these
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TABLE IV: Top-5 most used words in original text, sum-
maries generated by baseline model and summaries generat-
ing by finetuned model in the case of Financial Summariza-
tion model.

ORIGINAL TEXT BASELINE FINETUNED
1. bitcoin check bitcoin
2. btc bitcoin check
3. xbt metaverse blockchain
4. crypto news metaverse
5. sats blockchain news

(a) PEGASUS-XSUM

(b) Financial PEGASUS model

Fig. 4: Cross entropy loss during finetuning Text Summariza-
tion models.

words are also used but they are not the most used ones.
Moreover, in Table VII, we can see an example of generated
summaries by the baseline and the fine-tuned model.

C. Finetuning a Large language model

Lastly, we implemented the proposed pipeline using the
PEGASUS-LARGE model. PEGASUS-LARGE is a lan-
guage model that is trained on C4 and HugeNews datasets
and can be used in order to train text summarization models.
In order to implement the proposed pipeline in this model,
we used the finetuning dataset that we used in the case of
the financial summarization model since we can not gener-
ate summaries using the PEGASUS-LARGE model without
finetuning it to perform summarization first. Similar to the
PEGASUS-XSUM model, the training loss values are also
higher in the first steps of finetuning but after some steps, it
is reduced dramatically indicating that the model is able to
generate cryptocurrency-related summaries.

Finally, we evaluated the model’s performance using the
BERT text classification that we used in the case of the fine-

TABLE V: Accuracy results for finetuned summaries in the
case of PEGASUS-LARGE model.

FINETUNED
ACCURACY - PAST 52.2%
ACCURACY - NOW 51.78%

ACCURACY - FUTURE 49.9%

TABLE VI: Top-5 most used words in original text and
summaries generating by the PEGASUS-LARGE finetuned
model. Note that the model was not already trained to
perform summarization.

ORIGINAL TEXT FINETUNED
1. bitcoin nfts
2. btc bitcoin
3. xbt check
4. crypto market
5. sats cap

tuning of the financial summarization model. In Table V, we
can see the accuracy obtained from the BERT text classifier
using finetuned PEGASUS-LARGE generated summaries.
We observed that accuracy levels are similar to previous
results despite the fact that the model is not pre-trained to
perform text summarization tasks.

In order to evaluate the generated summaries in terms
of generated text and vocabulary, we extracted the top-5
most used words of generated summaries of the evaluation
dataset, as seen in Table VI. We can see that again the
most used words are related to cryptocurrency and financial
vocabulary. This indicates that using the proposed pipeline
in the PEGASUS-LARGE model results in a finetuned text
summarization model that is able to handle cryptocurrency-
related content.

IV. CONCLUSION

This paper presented a methodology for finetuning text
summarization models in a fully automated way without the
involvement of human annotators, enabling models to self-
improve, while adapting to a new domain using a model

TABLE VII: Example of generated summaries using Finan-
cial PEGASUS finetuned model.

Original
Text

The cryptocurrency market has oscillated between
support and resistance levels in the past few
months. While it appears that Bitcoin now can
consistently remain above $20,000, the market’s
biggest asset has had trouble breaking past the
$30,000 mark.1 However, other crypto assets are
showing consistent growth over the past few
weeks. This week, we examine XRP (XRP),
The Sandbox (SAND), XDC Net- work (XDC),
and Lido (LDO). In selecting these assets, we
have considered several factors, including positive
technical devel- opments, significant news events,
and no- ticeable changes in price. Terra Classic
(LUNC) was the largest gainer by percent- age
last week but was removed because it is worth
much less than 1 cent.

Baseline
Model

This week, we look at noticeable, The Sandbox,
XDC Network, and Lido.

Finetuned
Model

We look at the best-performing crypto assets of the
past week. Terra Classic was the largest gainer by
percentage last week.
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assistant. This pipeline overcomes the most challenging as-
pect of text summarization training which is the lacking of
summarization datasets and generates summarization datasets
in an automated way using a different assistant model, e.g.,
a BERT text classifier. Experimental results in three different
models demonstrate the effectiveness of the proposed pipeline
in finetuning text summarization models. The results indicate
that the proposed method holds significant potential in the
field of text summarization finetuning. This work has been
also an inspiration for future research. First, it is critical
to investigate the effect of the proposed pipeline in other
domains and how we can implement this pipeline in different
types of text summarization methods or different models,
such as GPT models. Moreover, it is interesting to examine
the use of reinforcement learning in the finetuning of text
summarization models for maximizing the ability of these
models to generate cryptocurrency-related summaries that
also improve financial market predictions and overcome
issues that could potentially arise from the smaller variety
due to the employed decoding strategies. Lastly, it is crucial
to investigate the opportunities of data stream analysis using
LLMs in different applications and explore the ways to adapt
LLMs in data stream applications [12].
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