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Abstract—Credit score prediction is a crucial task in financial
industry, as it helps lenders and financial institutions evaluate the
creditworthiness of borrowers and manage credit risk. In this
work, we present a comparative study of deep learning (DL)-
based credit score prediction models. To achieve this objective,
we compare the performance of DL models against traditional
methods in credit scoring. We train and test the models using a
real-world dataset of credit histories, containing various features
such as credit card balances, payment history, and employment
status. Our experimental results show that the hybrid LSTM-
GRU model outperform both the LSTM and GRU models in
credit score prediction, as well as traditional methods. The hybrid
LSTM-GRU model demonstrates higher accuracy and better
predictive power, indicating its potential for improving credit
scoring models in the financial industry.

Index Terms—Financial Intelligence, Credit Score, Deep
Learning, RNNs, Hybrid model

I. INTRODUCTION

Approximately 60% of the risk faced by banks is associated
with credit risks [1]. Credit risk is defined as the likelihood of
a financial loss stemming from a borrower’s inability to repay
a loan. This type of risk relates to the possibility of a lender
not receiving the principal and interest owed, resulting in a
disruption of cash flows and increased costs for debt collection.
For lenders and investors who assume credit risk, interest
payments from borrowers or issuers of debt obligations serve
as form of compensation. To mitigate credit risk, lenders can
analyze factors about a borrower’s creditworthiness. While it
is impossible to predict precisely which borrowers will default
on their loans, assessing and managing credit risk can reduce
the severity of potential losses. The widespread adoption of
financial services has drawn the interest of scholars to credit
risk management. As a result, researchers have developed
models with the dual goals of mitigating financial risks and
maximizing associated profits. The predictions generated by
credit scoring models have become a crucial aspect of financial
institutions. Credit scoring is considered a traditional decision-
making model that seeks to evaluate the risk related to credit
products, including credit cards and loans. Historical data from
an applicant is used in this evaluation, and the credit score pro-
duced can aid lenders in making well-informed decisions about
extending credit. To decrease credit risk, financial institutions
are increasingly utilizing various risk assessment tools and

techniques, and they often use statistical analysis of customer
credit data to identify potential defaulters [2]. Credit score
has various use cases including lending decisions, interest
rates determination, insurance rate arbitration, employment
screening, rental applications, and utilities and services. These
use cases highlight the importance of credit score prediction
as a tool for evaluating an individual’s creditworthiness and
assessing their risk of default. By using credit score prediction
models, financial institutions can make informed decisions
about extending credit and managing credit risk [3], which
can ultimately impact their profitability and financial stability.
The purpose of this study is to enhance the prediction of
credit scores for current customers of financial institutions,
thereby assisting in the effective allocation of resources to
non-defaulting individuals.
DL models are increasingly being utilized for credit score
prediction [4]–[7]. The models become significant in their
capability to capture complex, non-linear, and sequential re-
lationships between variables, automatically extract features
from data, handle larger and more complex datasets, and
provide flexibility for customization to specific lending envi-
ronments [8]. Utilizing DL algorithms to forecast credit scores
has the potential to enhance overall accuracy and efficacy.

In the field of credit score prediction, recurrent neural
network (RNN) models have gained significant attention.
RNNs are a category of neural networks developed specifically
for handling sequential data, making them particularly well-
suited for analyzing credit-related information that exhibits
temporal dependencies, such as transaction histories or time
series data. Unlike traditional statistical models, RNNs have
the ability to capture and retain information from previous
time steps, allowing them to uncover complex patterns and
long-term dependencies that may exist in credit data over
time [9]. By utilizing recurrent connections, RNNs can retain
information about past credit behavior and use it to make
informed predictions about future creditworthiness. This is
crucial for assessing an individual’s credit risk accurately [10]–
[12]. Given the increasing demand for precise credit score
assessment and the availability of vast amounts of credit-
related data, the use of RNN models and it’s hybrid extensions
[13] in credit score prediction has gained prominence.
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In this study we implemented several DL models includ-
ing long short-term memory (LSTM), convolutional neural
networks (CNNs), gated recurrent unit (GRU), and a CNN-
LSTM hybrid model that have been shown to improve the
performance [14]. We have also proposed an LSTM-GRU
hybrid model to evaluate the performance of existing models
for credit prediction.

II. RELATED WORK

In general, the study of credit scores can be categorized
into two primary domains: the first domain centers around the
advancement of accurate credit score computation techniques
and the exploration of strategies for enhancing them, whereas
the second domain centers around the comparison and assess-
ment of various credit score models in order to gauge their
efficacy.

A. Credit score prediction

Ala’raj et al. [15] discussed the importance of models to
capture credit score in assessing and reducing bank losses,
and proposed a bidirectional LSTM model for predicting
missed credit card payments by customers. Their aim was
to forecast the behavior of credit card customers regarding
the probability of missing payments, both for individual and
consecutive cases. The authors demonstrated that the LSTM
model outperforms the traditional models in terms of accu-
racy, area under curve(AUC), Kolmogorov–Smirnov test, H-
measure, calibration curves, Brier score, and the McNemar
test. Adisa et al. [16] explained the utilization of LSTM
for credit scoring prediction. An optimization approach was
employed, employing a genetic algorithm (GA) to identify the
most favorable parameters for the LSTM model. The findings
demonstrated that the optimized LSTM model surpassed both
individual classifiers and ensemble models in terms of accu-
racy and loss when it came to predictions. The study concluded
that the hybrid LSTM model performs better than all other
models employed in the research. Kumar et al. [5] proposed
an approach to predict credit scoring for customers in the
financial industry, utilizing a combination of DL and k-Means
algorithm. The proposed scheme incorporated feature selec-
tion, DL, and decision tree classification in order to effectively
predict credit scores. The study’s results demonstrate that the
proposed model performs well in predicting credit scores for
existing customers and can aid lenders in allocating funds in
the finance industry. Dastile and Celik [17] proposed a novel
DL model for credit scoring. Their method converted tabular
datasets into images, where each pixel represented a feature
bin from the tabular data. The authors used state-of-the-art
explanation methods to provide insights into the predictions
made by the 2D CNNs, and showed that the trained CNN
performed better when compared to results in the published
literature.

B. Comparing the scoring models

Sakri [18] compared the classification power of Deep Neural
Networks (DNN) and Gradient Boosting Machines (GBM)

for credit risk prediction. Three credit risk datasets were
used to train and evaluate GBM, DNN+ReLU, DNN+Maxout,
and DNN+Tanh classifiers. The accuracy of the models was
computed using the area under the receiver operating char-
acteristics curve (AUC ROC). The results showed that GBM
was faster and more potent than DNN because of its lower
processing requirements and higher accuracy. Trivedi [19]
used publicly available German credit data and compared
feature selection techniques and five ML classifiers. The
Random Forest classifier with the Chi-Square feature selection
method was found to be the best combination, reducing false
positives and false negatives. Decision tree was also found
to be a good performer. Zhu et al. [20] introduced a novel
model that combined CNN with the Relief algorithm. The
model’s performance was compared with a hybrid approach
involving logistic regression and random forest, using a real-
world Chinese consumer finance company dataset. The results
showed that the Relief-CNN hybrid model outperformed the
benchmark algorithms. The researchers expressed their strong
conviction in the capability of deep learning techniques to
offer robust assistance in credit scoring. Golbayani et al. [21]
analyzed the performance of four different NN architectures
including MLP, CNN, CNN2D, and LSTM in the energy,
financial, and healthcare sectors in the United States. The
study aimed to improve the application of ML algorithms
in credit assessment and addressed the main questions. The
results were analyzed using ANOVA and multiple comparison
testing procedures.
The current study includes both domains. We first explore
various models and their performance. Next, we propose a
new hybrid model, which combines LSTM and GRU.

III. METHODOLOGY

A. Data
The loan dataset used for this study contains comprehensive

information on consumer loans issued by the Lending Club in
the US, spanning from 2007 to 2014 [22]. The dataset com-
prises 75 features, including current loan status and various
borrower-related attributes such as employment length, credit
score, and debt-to-income ratio. The main use case of this
dataset is to predict the likelihood of a borrower defaulting on
their loan. Figure 1 shows the distribution of the loan status
labels in the dataset. The majority of loans in the dataset are in
the Fully Paid with label 1, while a minority are in the Charged
Off with label 0. The final decision regarding lending money
is based on this informed label.

We performed five preprocessing steps to prepare the loan
dataset for the learning process, as described below:

• Handling Missing Values: We dropped columns that had
more than 80% null values. These columns were deemed
to be of little use in the analysis and could potentially
mislead our models. Description of the datasets used in
the study after applying first step demonstrates in Table
I. The number of features after the data processing step
is 42, comprising 34 categorical features and 8 numerical
features.
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Fig. 1. The distribution of loan status labels in the dataset.

Fig. 2. Steps of feature selection process.

• Reshape: We performed feature reshaping and for-
mat/type conversion on the loan dataset. Some features,
such as interest rates and loan amounts, were in string
format and needed conversion to numerical format, while
some categorical strings like employment length were
encoded into numerical values.

• Feature Selection: To identify relevant and informative
features, we did a feature selection for our modeling
tasks. We employed several techniques, including the chi-
squared test, analysis of variance (ANOVA) F-statistic
correlation, and WoE and IV (Weight of Evidence and
Information Value) [23]. The result of chi-squared test
demonstrated the features were significantly associated
with the target variable. We selected the first four features
based on their p-values, which were almost 0. These fea-
tures included grade, home ownership, verification status,
and purpose. We conducted an Anova on 34 features, and
the results revealed that a significant number of the listed
numerical features play a crucial role in predicting or
explaining the target variable. This was evidenced by their
notably low p-values and high F-scores. Consequently, we
selected the top 20 features. The WoE and IV technique
is particularly useful for measuring the predictive power
of independent variables in relation to the target variable

TABLE I
DESCRIPTION OF THE DATASETS

Train Size Test Size Number of features
Before processing After processing

4373028 93257 75 42

[24], while the chi-squared test and ANOVA F-statistic
correlation helped us to identify the features that had
the most impact on our target variable [25]. Using these
techniques, we were able to increase the accuracy of
our models slightly. We employed WoE and IV analysis
on all numerical and categorical features. A higher IV
value signifies a greater predictive power of the feature
regarding the target variable. Features with IV values less
than 0.003 were removed from consideration, as they did
not contribute significantly to the predictive capability.
Figure 2 shows the feature selection steps.

• Categorical to Numerical: After feature selection, we
converted the remaining categorical features in the loan
dataset to numerical format using one-hot encoding.

• Data Split: After preprocessing the dataset, we splitted
it into 80% training data and 20% testing data to evaluate
the performance of our ML models.

B. ML and DL Baseline Models

We aim to create baseline evaluations to provide a clear
starting point for measuring the effectiveness of the ML
model that we are developing. Evaluating our models against
established methods allows us to assess their performance and
identify potential areas for optimization. We use a combination
of ML and DL models as baselines to compare their perfor-
mance in predicting a specific target variable. We implement
Random Forest, SVM, and XGBoost as our ML models, which
are well-established algorithms in the field [26]–[28]. Then,
we explore the capabilities of DL models, including CNN and
RNN based models. For RNN, we used both GRU and LSTM
and compare their performance.

Using both ML and DL models, we aim to show the
strengths and limitations of each method. ML models are
generally faster to train and easier to interpret, while DL
models can handle complex relationships between inputs and
outputs. Furthermore, we create a hybrid model by combining
the best-performing DL models. This approach can potentially
improve the overall performance of the model and provide
more accurate predictions.

C. Model Creation

The purpose of this study is to build a hybrid model
by combining the strengths of two different well studied
models of neural networks, LSTM and GRU. Our goal was to
improve the accuracy of binary classification tasks by using
the advantages of each network.

The hybrid model has three layers. The first layer is an
LSTM layer. This layer has 64 units and return sequences set
to true. The output of this layer is fed into the second layer,
which is a GRU layer with 32 units and an activation function
of ReLU. The third and final layer is a dense layer with a
single output unit and employs a sigmoid activation function.
The loss function used in this study is binary cross-entropy
loss and model optimization is done using Adam optimizer.
The ROC AUC, F1 score, precision, and recall metrics are
employed for assessing our model’s performance.
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TABLE II
CONFUSION MATRIX FOR THE RANDOM FOREST MODEL.

Actual Value
Positive Negative

Positive 9223 971Predictions Negative 193 82870

TABLE III
CONFUSION MATRIX FOR THE LSTM MODEL.

Actual Value
Positive Negative

Positive 6992 3202Predictions Negative 672 82391

To optimize our model, we use grid search to tune the
hyperparameters. We experiment with different combinations
of hyperparameters, including the number of units in the
LSTM and GRU layers, learning rate, epoch and batch size.
Our goal is to identify the optimal hyperparameters that would
result in the highest ROC AUC score. By fine-tuning the
hyperparameters using grid search, we are able to identify the
optimal configuration of our hybrid model, which achieved
superior performance compared to the individual LSTM and
GRU models.

IV. EXPERIMENTAL RESULTS

Our experimental result is presented on machine-learning
models for a specific task. We evaluate the performance of
our models using four widely used metrics: AUC, F1 score,
precision, and recall. AUC is a measure of the overall perfor-
mance of a model, which indicates how well the model can
distinguish between positive and negative samples. F1 score
is the harmonic mean of recall and precision, which is usual
metric for (binary) classification problems. Recall measures
the part of true positive results among the actual positive
results while precision measures the part of true positive
results among all predicted positive results. These metrics are
important in evaluating the effectiveness and accuracy of ML
models for various tasks.

To improve our understanding of our models’ performance,
we created confusion matrices for Random Forest, LSTM,

TABLE IV
CONFUSION MATRIX FOR THE GRU MODEL.

Actual Value
Positive Negative

Predictions Positive 9678 516
Negative 85 82978

TABLE V
CONFUSION MATRIX FOR THE LSTM-GRU MODEL.

Actual Value
Positive Negative

Predictions Positive 9685 509
Negative 70 82993

GRU, and LSTM-GRU, as demonstrated in Table II, Table
III, Table IV, and Table V, respectively. These tables provide a
detailed breakdown the performance of the model in predicting
true positives (TP), false positives (FP), true negatives (TN),
and false negatives (FN). By examining these results, we
can see that our hybrid LSTM-GRU model outperformed the
individual LSTM model and can improve the GRU model
slightly in terms of accuracy, precision, and recall. These
results suggest that our hybrid model can effectively leverage
the strengths of both LSTM and GRU architectures to achieve
better predictive performance.

Table VI presents the performance metrics of different ML
models, including Random Forest, SVM, XGBoost, CNN,
GRU, LSTM, CNN-LSTM, and LSTM-GRU, in predicting the
target variable. We assessed the performance of each model by
considering AUC, F1 score, precision, and recall. The results
indicate that the LSTM-GRU model outperformed other mod-
els in all performance metrics, except for precision. LSTM-
GRU achieves an AUC score of 0.98, F1 score of 0.98, recall
score of 0.99, and precision score of 0.96. AUC is considered
the most important metric in credit score prediction, as it
offers an assessment of the model’s capacity to differentiate
between good and bad credit applicants. The LSTM-GRU
model achieves the highest AUC score of 0.98, indicating its
superior performance in predicting credit scores compared to
other models.

It is worth noting that while the CNN model has a relatively
high precision score of 0.97, it suffers from low recall and
F1 scores, suggesting that it fails to identify a significant
number of positive cases. Additionally, the CNN-LSTM model
achieves the lowest performance scores among all models,
which may be attributed to the difficulty of training hybrid
models that combine two different architectures.

Overall, the results demonstrate the potential of DL models,
especially LSTM-GRU, in credit score prediction, offering a
more accurate and powerful approach compared to traditional
methods.

A. Explaining the models

Explainable Artificial Intelligence (XAI) is a crucial area
of research in DL that aims to provide transparency and
interpretability in models’ decision-making processes [29].
XAI techniques such as feature contributions can help identify
the most critical features that contribute to a model’s decision-
making process, thus improving the model’s accuracy and
preventing biases [30].

Figure 3 depicts the importance scores of our dataset.
The results show that a few features have considerably high
importance, whereas most other features are negligible in their
contribution to the model.

V. CONCLUSION

Credit score prediction is a complex problem that requires
the analysis of a vast amount of data, including the bor-
rower’s financial history, credit behavior, and other factors
that may impact their creditworthiness. In recent years, DL
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TABLE VI
PERFORMANCE METRICS FOR DIFFERENT MACHINE LEARNING MODELS

Metrics Random Forest SVM XGBOOST CNN GRU LSTM CNN-LSTM LSTM-GRU

AUC 0.95 0.60 0.96 0.95 0.97 0.83 0.50 0.98
F1 score 0.96 0.65 0.98 0.96 0.98 0.88 0.47 0.98
Precision 0.98 0.91 0.99 0.97 0.99 0.96 0.89 0.99
Recall 0.99 0.99 0.99 0.97 0.99 0.99 0.99 0.99

Fig. 3. Feature importance of the dataset.

techniques have shown promise in credit score prediction,
offering improved accuracy and predictive power over tra-
ditional methods. The principle aim of our study is to de-
termine which DL model performs best in predicting credit
scores. The use of hybrid LSTM-GRU models has shown
significant improvements in the accuracy and predictive power
of credit score prediction compared to traditional methods.
The experimental results indicate that the LSTM-GRU hybrid
model significantly outperformed the LSTM model and shows
a slight improvement over the GRU model. These findings
emphasize the importance of carefully selecting the appro-
priate DL model for credit scoring, as the performance and
predictive power of different models can vary significantly.
This study has contributed to the growing body of research on
DL-based credit score prediction and highlights the potential
of these techniques in improving financial decision-making.
As the availability of data and computing power continues
to increase, it is likely that DL will become more and more
crucial in credit scoring and other financial tasks. Overall, the
superior performance of the LSTM-GRU model in capturing
complex patterns and relationships in credit data suggested its
potential for practical applications in credit scoring.
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