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Instituto Politécnico Nacional
Mexico City, Mexico
dianaljl.99@gmail.com

Hiram Calvo
Computational Cognitive Sciences Laboratory-CIC

Instituto Politécnico Nacional
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Abstract—The development of Large Language Models
(LLMs) like GPT-series and BLOOM has revolutionized Artificial
Intelligence, yet it has also brought forth challenges in misuse,
such as fake content generation and academic cheating. Detecting
whether a text is generated by an LLM or written by a
human has become imperative. Fine-tuned LLMs have proven
to be a promising approach in this regard. In our study, we
fine-tuned seven LLMs (BERT, DeBERTa-v3, RoBERTa, XLM-
RoBERTa, GPT-2 Medium, GPT-2 Large, GPT-2 XL) to detect
text generated by even larger models (GPT-3 and BLOOM) in
the AuTexTification task. Among the models, GPT-2 Medium
exhibited the best performance in the testing set, achieving an
F1-macro score of 0.83272 and an accuracy of 0.83442, surpassing
the benchmark’s best-known result.

Index Terms—Generated Text Detection, Large Language
Models, AuTexTification, GPT-2

I. INTRODUCTION

The rapid advancements in Large Language Models (LLMs)
like the GPT series [1]–[4], Pathways Language Model
(PaLM) [5], LLaMA [6], and BLOOM [7], have sparked con-
cerns regarding potential misuse [3], [8]–[12]. To address these
challenges, a significant task has emerged – detecting Machine
Generated Text (MGT), a binary classification problem.

This paper focuses on fine-tuning seven LLMs using the
AuTexTification dataset [13], specifically subtask 1 (MGT
detection) in English. The results are presented in Section IV,
followed by a summary of our findings in Section V.

II. RELATED WORK

Large Language Models (LLMs) have shown effectiveness
in detecting content generated by other LLMs. For instance,
Uchendu et al. [9] employed various models like GROVER,
GPT-2, GLTR, BERT, and RoBERTa to detect text produced
by GPT-3. Similarly, current generative models like Chat-
GPT and LLaMA have been addressed using LLMs such as
RoBERTa [14]–[17], DistilBERT [18], LongFormer [19], and
OPT-125M [16].

Regarding the AuTextification task, the top-performing
model achieved a F1-macro score of 80.91 (confidence in-
terval: 80.4 to 81.38) [13].

III. METHODOLOGY

To tackle this problem, we propose fine-tuning the following
LLMs: (1) BERT-cased Large [20], (2) RoBERTa Large [21],
(3) XLM-RoBERTa Large [22], (4) DeBERTA Large [23], (5)
GPT-2 Medium, (6) Large, and (7) XL [2].

In all cases, default hyperparameters from HuggingFace
were used. For GPT-2 re-training, the model served as a feature
extractor with a classification layer added, and only one epoch
was employed. For BERT-based models, the entire model was
fine-tuned using a low learning rate (3e-5) and three epochs.
A train-validation split of 80-20 was utilized, and evaluation
was performed with the proposed testing set of the task.

IV. RESULTS

The primary outcomes for the BERT-based models are dis-
played in tables I (validation) and III (testing), while the GPT-
2 results are presented in tables II (validation) and IV (test-
ing). Evidently, the most promising comparative results were
achieved with GPT-2 models, particularly GPT-2 Medium.

TABLE I
MAIN RESULTS ON THE VALIDATION SET OF THE SUBTASK 1 WITH THE

BERT-BASED MODELS.

Model 1 2 3 4
F1-macro 0.89187 0.90477 0.90647 0.90647

F1-weighted 0.89166 0.90459 0.90633 0.93589
Accuracy 0.89216 0.90501 0.90663 0.93588
Precision 0.82763 0.82763 0.84626 0.90505

Recall 0.90505 0.90505 0.90505 0.90505

V. CONCLUSIONS

This paper conducted a comprehensive comparison of five
distinct Large Language Models (LLMs) with seven configu-
rations to address the task of detecting text generated by other
LLMs (specifically GPT-3 and BLOOM, [13]). Although there
were no significant disparities between BERT-based and GPT-
2 models in the validation set, notable differences emerged
in the testing set. Notably, GPT-2 Medium exhibited superior
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TABLE II
MAIN RESULTS ON THE VALIDATION SET OF THE SUBTASK 1 WITH THE

GPT-BASED MODELS.

Model 5 6 7
F1-macro 0.88900 0.92701 0.93169

F1-weighted 0.88933 0.92704 0.92704
Accuracy 0.89040 0.92703 0.93176
Precision 0.90190 0.92723 0.93178

Recall 0.89040 0.92703 0.93176

TABLE III
MAIN RESULTS ON THE TESTING SET OF THE SUBTASK 1 WITH THE

BERT-BASED MODELS.

Model 1 2 3 4
F1-macro 0.46458 0.49088 0.62265 0.62345

F1-weighted 0.47063 0.49646 0.62597 0.62676
Accuracy 0.57306 0.49646 0.66897 0.66966
Precision 0.54565 0.55434 0.60833 0.60875

Recall 0.99812 0.9990 0.99437 0.99500

TABLE IV
MAIN RESULTS ON THE TESTING SET OF THE SUBTASK 1 WITH THE

GPT-BASED MODELS.

Model 5 6 7
F1-macro 0.83272 0.71571 0.71588

F1-weighted 0.83314 0.71759 0.71776
Accuracy 0.83442 0.73548 0.73571
Precision 0.84168 0.80296 0.80365

Recall 0.83442 0.73548 0.73548

performance, surpassing the F1-macro score of the previous
best model and displaying a considerable advantage over the
other GPT-2 models.
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[13] A. M. Sarvazyan, J. Á. González, M. Franco Salvador, F. Rangel,
B. Chulvi, and P. Rosso, “Overview of AuTexTification at IberLEF
2023: Detection and Attribution of Machine-Generated Text in Multiple
Domains,” in Procesamiento del Lenguaje Natural, Jaén, Spain, sep
2023, in press.

[14] B. Guo, X. Zhang, Z. Wang, M. Jiang, J. Nie, Y. Ding, J. Yue, and
Y. Wu, “How Close is ChatGPT to Human Experts? Comparison Corpus,
Evaluation, and Detection,” arXiv preprint arXiv:2301.07597, 2023,
unpublished.

[15] Y. Ma, J. Liu, F. Yi, Q. Cheng, Y. Huang, W. Lu, and X. Liu, “AI
vs. Human–Differentiation Analysis of Scientific Content Generation,”
arXiv preprint arXiv:1911.00650, 2023, unpublished.

[16] F. Mireshghallah, J. Mattern, S. Gao, R. Shokri, and T. Berg-Kirkpatrick,
“Smaller Language Models are Better Black-box Machine-Generated
Text Detectors,” arXiv preprint arXiv:2305.09859, 2023, unpublished.

[17] H. Zhan, X. He, Q. Xu, Y. Wu, and P. Stenetorp, “G3Detector: General
GPT-Generated Text Detector,” arXiv preprint arXiv:2305.12680, 2023,
unpublished.
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F. Guzmán, É. Grave, M. Ott, L. Zettlemoyer, and V. Stoyanov, “Unsu-
pervised Cross-lingual Representation Learning at Scale,” in Proceed-
ings of the 58th Annual Meeting of the Association for Computational
Linguistics, 2020, pp. 8440–8451, unpublished.

[23] P. He, X. Liu, J. Gao, and W. Chen, “DeBERTa: Decoding-enhanced
BERT with Disentangled Attention,” arXiv preprint arXiv:2006.03654,
2020, unpublished.

626


