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Abstract—Population initialization is a crucial and essential
step in evolutionary multi-objective optimization (EMO) algo-
rithms. The quality of the generated initial population can signif-
icantly affect the performance of an EMO algorithm. However,
few studies have focused on designing a generalized initializa-
tion method to improve the performance of EMO algorithms
in solving multi-objective combinatorial optimization (MOCO)
problems. Most of the existing advanced initialization methods
involve complex techniques tailored to the specific characteristics
of the problems to be solved. In this paper, we propose a general
and effective framework of population initialization for EMO
algorithms, aiming to improve their performances in solving
various MOCO problems. Our approach involves the inclusion
of a few specific heuristic solutions, including extreme solutions
and a center solution, into the initial population. This inclusion
serves to guide the evolution of the population throughout
the optimization process. Our experimental results show that
initial populations with a few heuristic solutions significantly
improve the performance of EMO algorithms. Algorithm be-
havior analysis and further study are also provided, allowing
for a comprehensive understanding of the effectiveness and
applicability of our proposed method.

Index Terms—Population initialization, Evolutionary multi-
objective optimization algorithms, Multi-objective combinatorial
optimization

I. INTRODUCTION

In real-world scenarios, many problems can be modeled
as multi-objective combinatorial optimization (MOCO) prob-
lems [1], such as the multi-objective traveling salesman
problem (MOTSP) [2], the multi-objective vehicle routing
problem (MOVRP) [3], the multi-objective assignment Prob-
lem (MOAP) [4] and the multi-objective knapsack problem
(MOKP) [5]. MOCO problems form a particular class of
multi-objective optimization problems (MOPs) [6], which
usually involves multiple and conflicting objectives to be
optimized simultaneously.
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Generally, a multi-objective combinatorial optimization
(MOCO) problem can be defined as follow:

minimize F (x) = (f1(x), f2(x), .. , fm(x))

subject to x ∈ X
(1)

where X is a finite decision space, and F (x) is an m-
dimensional objective vector. The decision space X has a
specific discrete/combinatorial structure such as permutations
of n cities in the MOTSP and feasible subsets of n items
in the MOKP. Usually, each individual objective conflicts
with each other and no single solution can optimize all of
them simultaneously. Instead, we solve an MOCO problem
by obtaining Pareto optimal solutions which characterize the
different trade-offs among these objectives. A solution is called
a Pareto optimal solution if there exists no solution that
can improve one objective without deteriorating any other
objective. The set of all the Pareto optimal solutions in the
objective space is called the Pareto front (PF).

Usually, it is very challenging to obtain the exact Pareto
optimal solutions for an MOCO problem, since solving an
MOCO problem is NP-hard even if it has one objective [7].
Moreover, the number of Pareto solutions is expected to be
exponentially large as the number of objectives increases
[8]. In fact, it is computationally hard to determine whether
a single solution is Pareto-optimal or not for most MOCO
problems [9]. All these challenges make it impractical to solve
MOCO problems within a reasonable computational time by
using classical mathematical methods (exact optimization).
Therefore, over the past years, many efforts have been devoted
to developing approximate methods such as metaheuristics
approaches [10]. Among different metaheuristics approaches,
evolutionary multi-objective optimization (EMO) algorithms
[11]–[13] are very popular since they have shown good
performances in solving MOCO problems.

EMO algorithms are population-based methods with the
goal of evolving a set of solutions to approximate the Pareto
set. Generally, the first step of all population-based algorithms
is to generate an initial population. The role of the initial
population is not trivial. Intuitively, as the starting point of
evolution, a promising initial population can improve the
whole optimization process and reduce some computational
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costs. However, how to generate a good initial population has
long been a question in the EMO community.

Currently, there is limited research focusing on the ini-
tialization of EMO algorithms for solving MOCO problems.
The most commonly-used initialization method is to randomly
generate a set of solutions as the initial population [14]. The
random property can help to maintain a good diversity of
solutions over the decision space. In addition, the random
initialization method is easy to be implemented with no
computational cost. Although the random initialization method
can be applied to a wide range of problems, there exists a clear
issue especially for large-scale problems. That is, randomly
generated solutions are usually far away from the Pareto front.
It needs long computation time to find good solutions around
the Pareto front by multi-objective evolution from random
initial solutions.

Advanced initialization methods are needed to improve the
performance of EMO algorithms when we want to solve large-
scale MOCO problems efficiently. However, initialization for
MOCO problems is not easy due to the following reasons.
Firstly, when we use an EMO algorithm to solve an MOCO
problem, its search space is determined by the encoding
of decision variables. For instance, traveling salesman prob-
lems typically use permutation encoding, whereas knapsack
problems employ binary encoding. This implies that a well-
designed initialization method should exhibit a high level of
adaptability to different encoding schemes used in various
MOCO problems. Moreover, defining a suitable distance mea-
sure between solutions can be challenging, particularly for
certain encoding schemes such as permutation encoding. This
makes it difficult to appropriately evaluate (and maintain) the
diversity of initial solutions in the decision space. In some
studies [15]–[17], researchers tried to modify the initialization
step to improve the EMO algorithms for solving MOCO prob-
lems. However, most of their initialization methods involve
complicated heuristics that require a number of additional
computation resources. Moreover, their initialization methods
are often problem-dependent, which lack the generalization
ability to other problems with different encoding schemes.

In this paper, we propose a general and effective frame-
work of population initialization for EMO algorithms to solve
MOCO problems. Specifically, we first decompose a given
MOCO problem into several different single-objective com-
binatorial optimization problems by using the weighted sum
scalarization with specific weight vectors. Then, we approxi-
mately solve each single-objective combinatorial optimization
problem to obtain a good heuristic solution. Finally, we
construct an initial population which consists of the obtained
heuristic solutions and other randomly generated solutions.
Our main idea is to obtain only a few heuristic solutions
by using a very low computation cost. These good heuristic
initial solutions improve the other randomly generated initial
solutions through crossover. We evaluate the effects of our
proposed framework of population initialization on the per-
formance of a classic EMO algorithm for solving different
MOTSP test instances. Our experimental results show that

the proposed framework of population initialization greatly
improves the performance of the original EMO algorithm
with the random initial population. Most importantly, the
proposed framework of population initialization can be applied
to various EMO algorithms with no limitation on the types of
MOCO problems (if they have some heuristic algorithms).

This paper is organized as follows. First, Section II describes
the proposed framework of population initialization used in
this paper. Next, Section III presents the experimental results
as well as algorithm behavior analysis. Finally, Section IV
concludes the paper.

II. PROPOSED FRAMEWORK OF POPULATION
INITIALIZATION

In order to efficiently solve multi-objective combinatorial
optimization problems, we propose an idea of including a
small number of heuristic solutions in a randomly generated
initial population. In this paper, the proposed idea is explained
and examined for MOTSP instances.

In the first step, we decompose the original m-objective
MOCO problem (e.g., MOTSP) into some single-objective
combinatorial optimization problems by using weighted sum
scalarization: g(x) = w1f1(x) + w2f2(x) + ... + wmfm(x),
where w1, w2, ..., wm are the elements of a given weight
vector w. The number of single-objective problems (i.e.,
the number of weight vectors) is much smaller than the
population size. For the m objective MOCO problem, we
consider the following m+ 1 weight vectors:

m Extreme Weight Vectors:
weight vector 1: w1 = (1, 0, ..., 0),
weight vector 2: w2 = (0, 1, ..., 0),

...
weight vector m: wm = (0, 0, ..., 1),

One Center Weight Vector:
weight vector m+ 1: wm+1 = (1/m, 1/m, ..., 1/m).

The first m weight vectors are called the extreme weight
vectors where each weight vector assigns a non-zero weight
only to a single objective. For example, extreme weight vector
m has a weight of one only for the m-th objective while it
has zero weights for all the other objectives. The last weight
vector is called the center weight vector, which has the same
weight for all objectives. We use these m+ 1 weight vectors
to include m+ 1 heuristic solutions in a randomly generated
initial population.

The next step is to obtain a heuristic solution by solving
each single-objective problem. For MOTSP instances, the
distance between two cities of a created single-objective TSP is
the weighted sum of the distance between them corresponding
to each objective. For example, the distance between two cities
p and q in the single-objective problem with weight vector
w = (w1, w2, ..., wm) can be formulated as:

dw(p, q) = w1d1(p, q) +w2d2(p, q) + . . .+wmdm(p, q) (2)
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Fig. 1. Illustration of three heuristic solutions (including two extreme
solutions and one center solution) obtained by solving a 2-objective TSP.

where di(p, q), i = 1, 2, ...,m is the distance between two
cities p and q corresponding to the i-th objective.

In this paper, we use a greedy algorithm to solve each
single-objective TSP problem. Specifically, for a given single
objective TSP problem, the greedy algorithm randomly picks
one of the cities as the starting point. Then, it successively
moves to the nearest unvisited city until produces a complete
tour. Since the obtained tour depends on the choice of a
starting city, we examine all cities as a starting city. Then,
the tour with the shortest tour length is chosen as a heuristic
solution corresponding to the given single objective TSP prob-
lem. We choose the greedy algorithm as the solver due to its
small computational cost requirement for obtaining a heuristic
solution. Moreover, our experimental results show that the
heuristic solutions obtained by the greedy algorithm are good
enough to improve the performance of EMO algorithms.
Another advantage is that obtaining a single greedy solution
consumes only one function evaluation, which can generally
be overlooked considering the large number of generations
processed by an EMO algorithm.

It is worth noting that there are several other heuristic
methods available for single-objective TSP problems. Some
of them can generate higher quality solutions using more
computation time than the greedy algorithm. To examine the
impact of the quality of heuristic solutions on our proposed
framework of population initialization, we also use a state-
of-the-art specialized TSP solver, the Lin-Kernighan Heuristic
(LKH) solver [18], to generate heuristic solutions. We compare
two heuristic algorithms in this paper: the above-mentioned
greedy algorithm and the LKH solver. Using each algorithm,
m + 1 heuristic solutions are obtained. Then, the obtained
heuristic solutions are included in a randomly generated initial
population. Since better heuristic solutions are obtained by
the LKH solver than the greedy algorithm, we can examine
the effect of the quality of heuristic initial solutions on the
performance of EMO algorithms.

We call each of the first m heuristic solutions (correspond-
ing to the first m extreme weight vectors) as extreme solutions
i (i = 1, 2, ...,m). The other heuristic solution (corresponding
to the center weight vector wm+1) is called center solution

m+1. Fig. 1 illustrates an example of three heuristic solutions
obtained by solving a 2-objective TSP.

The generated m + 1 heuristic solutions are included in a
randomly generated initial population. In our computational
experiments, we use the following procedure to generate an
initial population of size N to compare various settings. First,
an initial population of size N is randomly generated. This
random initial population is used as the baseline setting. Next,
k solution (1 ≤ k ≤ m) are randomly removed from the
random initial population. Then, k out of the m heuristic
solutions are included in the random initial population of size
N−k to create an initial population if size N . In this manner,
we examine various initial populations (e.g., with only a single
extreme solution, with all the m+ 1 heuristic solutions).

One may think that the availability of heuristic algo-
rithms are limited for many MOCO problems (i.e., only
MOTSP problems have the above-mentioned special prop-
erty: A single-objective TSP problem can be created for an
arbitrarily specified weight vector w). In order to address
this issue, we examine various settings of initial populations.
For example, we examine an initial population with only a
single heuristic solution. This setting corresponding the case
where a heuristic algorithm is available only for one out of m
objectives.

III. EXPERIMENTAL STUDIES

In this section, we validate the effectiveness of our proposed
framework of population initialization in improving evolution-
ary multi-objective combinatorial optimization. Specifically,
we assess its impact on the performance of an EMO algorithm
compared to the original random initialization method (i.e.,
using randomly generated solutions as the initial population).
Furthermore, we will investigate the influence of including
various heuristic solutions on the evolutionary behavior of the
population.

A. Experimental Setup

In this paper, we use the well-known EMO algorithm
NSGA-II [11] as an example to investigate whether our
proposed framework of population initialization improves its
performance in solving MOCO problems. Actually, other
EMO algorithms (e.g., MOEA/D [12] and NSGA-III [19]) also
show similar significant performance improvement when using
this proposed framework.

As explained in the previous section, m + 1 heuristic
solutions will be obtained for an m-objective TSP problem. In
our experiments, we generate multiple variants of NSGA-II.
Each variant of NSGA-II is named using the included heuristic
solutions. For example, NSGA-II E12 means the inclusion of
extreme solutions 1 and 2 in an initial population. Similarly,
NSGA-II E1C3 means the inclusion of extreme solution 1
and center solution 3. This naming system helps us to easily
understand the characteristic of each NSGA-II variant.

We evaluate the performance of these different variants
as well as the original NSGA-II with a pure random initial
population on the multi-objective traveling salesman problem
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NSGA-II NSGA-II_E1 NSGA-II_E2 NSGA-II_C3 NSGA-II_E12 NSGA-II_E1C3 NSGA-II_E12C3

(a) 2-objective kroAB100 TSP (b) 2-objective kroAD100 TSP

NSGA-II NSGA-II_E1 NSGA-II_E2 NSGA-II_E3 NSGA-II_C4 NSGA-II_E12 NSGA-II_E1C4 NSGA-II_E123 NSGA-II_E123C4NSGA-II_E12C4

(c) 3-objective kroABC100 TSP (d) 3-objective kroBCE100 TSP

NSGA-II NSGA-II_E1 NSGA-II_E2 NSGA-II_C5 NSGA-II_E12 NSGA-II_E1C5 NSGA-II_E123 NSGA-II_E12C5 NSGA-II_E123C5 NSGA-II_E1234C5NSGA-II_E1234

(e) 4-objective kroABCD100 TSP (f) 4-objective kroBCDE100 TSP

Fig. 2. Average anytime performance curves of the hypervolume over 31 runs for each compared algorithm on six MOTSP test instances.

TABLE I
INFORMATION ABOUT THE TEST INSTANCES

Test instances m D Combined TSPLIB instances

kroAB100 2 100 kroA100 and kroB100
kroAD100 2 100 kroA100 and kroD100

kroABC100 3 100 kroA100, kroB100, kroC100
kroBCE100 3 100 kroB100, kroC100 and kroE100

kroABCD100 4 100 kroA100, kroB100, kroC100 and kroD100
kroBCDE100 4 100 kroB100, kroC100, kroD100 and kroE100

(MOTSP). In our experiment, six MOTSP test instances (with
2, 3 and 4 objectives) are generated by combining different
single objective TSP instances available in TSPLIB [20]. De-
tailed information about the generated MOTSP test instances
is shown in Table I. Specially, m denotes the number of
objectives and D denotes the number of cities (i.e., the number
of decision variables) in Table I.

The hypervolume metric [21] is used to compare the per-

formances of different algorithms. For the MOTSP, which is
a minimization problem, the reference point is calculated as
follows [22]:

ref = Fmax + 0.1× (Fmax − Fmin) (3)

where Fmax = (fmax
1 , fmax

2 , ..., fmax
m ) and Fmin =

(fmin
1 , fmin

2 , ..., fmin
m ) are respectively the maximum and

minimum objective values ever found by all compared algo-
rithms in our computational experiments.

The hypervolume of each solution set (i.e., final population)
is normalized by dividing it by the hypervolume of Fmin

(which can be viewed as an estimated ideal point).

B. Experimental Results

To evaluate the anytime performance of each NSGA-II
variant, we calculate and record the hypervolume of the current
population at every five generations. In all algorithms on all
test instances (with 2-4 objectives), the population size is set as
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Fig. 3. Distribution of population in the objective space at specific generations for two view directions.

91. Each algorithm is terminated after 91×200, 000 solutions
are examined (i.e., 200,000 generations). All algorithms are
executed 31 times on each test instance.

In Fig. 2, we plot the average anytime performance curves
of the average hypervolume (HV) over 31 runs for each
compared algorithm on each test instance. It is evident that
across all 2, 3, and 4-objective TSP problems, the performance
of all NSGA-II variants consistently outperforms the original
NSGA-II (black points in each figure) at every generation
on all the six MOTSP test instances. The results suggest
that our proposed framework of population initialization, i.e.,
initial populations with a few heuristic solutions, significantly
improves the performance of the original EMO algorithm.

We also observe that various NSGA-II variants show clearly
different performances in Fig. 2. The general observations is
summarized as follows:
• Inclusion of any subset of the m + 1 heuristic solutions

leads to a significant performance improvement compared
to the original NSGA-II with a purely random initial
population.

• In general, inclusion of more heuristic solutions leads
to better performance. For example, Fig. 2 (a) shows
that NSGA-II E12C3 is better than NSGA-II E12, and
NSGA-II E12 is better than NSGA-II E1.

• The center solution has larger effects than any extreme
solution on the performance improvement especially in
early generations This observation will be further exam-
ined later in the algorithm behavior analysis section.

• Among different combinations of m heuristic solutions,
the best final results are obtained from the combination of
all m extreme solutions. In Fig. 2 (b)-(f), the combination
of all m extreme solutions shows the best performance
together with the combination of all m + 1 heuristic
solutions after the 2× 105 generations (whereas

• Among all variants, the best results in early generations
are always obtained in all figures in Fig. 2 by NSGA-II
with all the m + 1 heuristic solutions. As we have just
explained, NSGA-II with the m extreme solutions also
show similar performance after enough generations.

In Fig. 2 (c)-(f), we observe that, for the 3- and 4-objective
TSP test instances, initialization with the center solution (e.g.,
NSGA-II C4, NSGA-II E1C4, and NSGA-II E123C4 in Fig.
2 (c)) leads to the decrease of the average hypervolume values
after about 100 generations. To explain this phenomenon,
we select NSGA-II C4 in Fig. 2 (c) on kroABC100 as an
example. Fig. 3 shows the distribution of its population in
the objective space at some specific generations. We can
observe that the population initially converges towards the
PF and concentrate around the center of the PF (as shown
by the solutions at the 100th generation: red points in Fig.
3). This behavior explains the initial increase of the average
hypervolume value in Fig. 2 (c), which reaches its maximum
value around the 100th generation. Then, NSGA-II starts to
increase the diversity of solutions. As a consequence, some
solutions are pushed away from the PF, which results in the
decrease in the average hypervolume value.

C. Algorithm Behavior Analysis

To demonstrate the impact of our proposed framework of
population initialization on the evolutionary behavior of the
population, we conduct an algorithm behavior analysis in this
section.

We select a single run to visualize the evolution of the
population for each compared algorithm when they solve the
2-objective kroAB100 TSP test instance. As shown in Fig. 4,
we plot the distribution of population in the objective space
at some specific generations (i.e., 1, 3, 5, ..., 999, 1000, 2000,
3000, ..., 200000th generation). In each subfigure, the black
points constitute the approximate Pareto front (PF) and the red
points represent the included heuristic solutions. In order to
obtain the approximate PF of an m-objective TSP, we first gen-
erate a large number of weight vectors w = (w1, w2, ..., wm)
in the same manner as in MOEA/D [12], where w1 + w2 +
... + wm = 1 and 0 ≤ wk ≤ 1(k = 1, 2, ...,m). Then, for
each weight vector, we formulate a single-objective problem
by using the weighted sum scalarization. We use the Gurobi
Optimizer [23] to solve each formulated single-objective opti-
mization problem. Finally, the PF of each multi-objective TSP
is approximated by the obtained optimal solutions [24].
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(a) NSGA-II (b) NSGA-II E1 (c) NSGA-II E2 (d) NSGA-II C3

(e) NSGA-II E12 (f) NSGA-II E1C3 (g) NSGA-II E2C3 (h) NSGA-II E12C3

Fig. 4. Algorithm behavior analysis of each compared algorithm for a 2-objective TSP test instance. The red points denote the included heuristic solutions
and the black points denote the approximate Pareto front.

(a) NSGA-II (b) NSGA-II E1 (c) NSGA-II E2 (d) NSGA-II C3

(e) NSGA-II E12 (f) NSGA-II E1C3 (g) NSGA-II E2C3 (h) NSGA-II E12C3

Fig. 5. Illustration of search behavior of each algorithm for a 2-objective kroAB100 TSP test instance. The red and pink arrows are used to explain the main
evolutionary behavior of the population.

From Fig. 4, it can be observed that different NSGA-II
variants with different initial heuristic solutions show different
search behaviors. In Fig. 5, detailed illustrations of the search
behavior of the population for each compared algorithm are
given, aiming to provide a comprehensive understanding. We
summarize the different search behaviors of the populations
as follows:

(1) Fig. 5 (a) shows the search behavior of the population
when a pure randomly generated initial population is used.
In this case, the population will gradually converge towards
the PF and simultaneously increase its diversity. We also
observe that, after the middle stage of generations (e.g., as
shown by the green points), the population begins to exhibit

a distribution that resembles the shape of the PF.
(2) Fig. 5 (b) and Fig. 5 (c) show the search behaviors of the

populations when an extreme solution is included in the initial
population. In this case, first, the population will converge
towards the region around the included extreme solution, as
indicated by the red arrows. We can observe that the solutions
farther away from the included extreme solution have a weaker
convergence towards the PF. Second, the population increases
its diversity by spreading the solutions across the entire PF, as
indicated by the pink arrows. Also, the population continues
to converge towards the PF simultaneously.

(3) Fig. 5 (d) shows the search behavior of the population
when a center solution is included in the initial population. In
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(a) 2-objective kroAB100 TSP (b) 3-objective kroABC100 TSP (c) 4-objective kroABCD100 TSP

Fig. 6. Comparison of the utilization of the heuristic solutions obtained by the greedy algorithm and LKH solver.

Fig. 7. Average anytime performance curves of the hypervolume over 31 runs
for each compared algorithm on 2-objective kroAB100 TSP. The termination
condition is set to 1,000,000 generations.

this case, first, the population will quickly converge towards
the PF and concentrate around the included center solution, as
indicated by the red arrow. Second, the population increases
its diversity by spreading the solutions from the concentrated
region towards the two sides of the PF, as indicated by the pink
arrows. Also, the population slightly converges towards the
PF simultaneously. As described in section 4.2, the inclusion
of the center solution leads to a significant hypervolume
improvement during the early generations. This phenomenon
can be explained by the fact that, in the early stage of
generations, a majority of the solutions concentrate around
the center part of the PF, as shown by Fig. 5 (d). This will
result in a large value in hypervolume calculation.

(4) Fig. 5 (e)-(h) show the search behaviors of the popu-
lations when multiple heuristic solutions are included in the
initial population. In this case, first, the population will quickly
converge towards an approximate hyperplane (it is essentially
a line in the 2-dimensional space as shown by the red dashed
line), which is formed by the region between two included
heuristic solutions. Second, the population gradually converge
towards the PF from the hyperplane. Additionally, when not
all the extreme solutions are included (e.g., Fig. 5 (f) and
(g)), the population also increases its diversity by spreading
the solutions across the entire PF, as indicated by the pink

arrows.

D. Further Study

In the previous section, we demonstrated that initial pop-
ulations with a few heuristic solutions significantly improve
evolutionary multi-objective combinatorial optimization. In
this section, we take a further step to address two specific
questions: (1) Does the utilization of higher-quality heuristic
solutions result in greater performance improvement? (2) Does
the proposed framework of population initialization consis-
tently outperform the original random initialization approach
in all generations?

To address these questions, we first use the LKH solver
to generate better heuristic solutions than those generated by
the greedy algorithm. Then, we compare the performances of
NSGA-II variants between the two types of heuristic initial
solutions: One is generated by the LKH solver and the other
is generated by the greedy algorithm. In Fig. 6, we present
the results for the scenario where all m+1 heuristic solutions
are included in the initial population (i.e., the NSGA-II variant
showing the best performance). From Fig. 6, we observe that
using the heuristic solutions generated by LKH consistently
leads to slightly better results than the case of the greedy
algorithm. We also obtained similar comparison results to
Fig. 6 from all the other NSGA-II variants. These results
suggest that the utilization of higher-quality heuristic solutions
can result in greater performance improvement. However, the
magnitude of improvement is not significant (i.e., the red
lines are only slightly better than the blue lines), while the
computational resource consumption of LKH is higher than
that of the greedy algorithm. Hence, there exists a trade-off
between generating high-quality heuristic solutions and the
consumption of computational resources that need to be taken
into account.

Next, we extend our investigation by modifying the termi-
nation condition from 200,000 to 1,000,000. Our goal is to
determine whether our proposed framework of population ini-
tialization would continue to consistently lead to performance
improvement. Fig. 7 shows the average HV performance of all
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compared algorithms up to 1,000,000 generations. We observe
that all the NSGA-II variants using our proposed framework
of population initialization continue to consistently lead to
performance improvement compared to the original NSGA-
II with a random initial population, even when extending the
evaluation to 1,000,000 generations.

IV. CONCLUSION

In the paper, we proposed a general and effective framework
of population initialization to improve the evolutionary multi-
objective combinatorial optimization. Our main idea involves
two steps for constructing the initial population: (1) Obtain
a few heuristic solutions by solving the decomposed single-
objective problems. Specifically, we propose obtaining m
extreme solutions and one center solution for an m-objective
problem; (2) Use the m + 1 heuristic solutions along with
other randomly generated solutions to construct the initial
population. We applied the proposed framework of population
initialization to a well-known EMO algorithm (NSGA-II) by
including some of the m+ 1 heuristic solutions in the a ran-
domly generated initial population. We examined the effect of
heuristic initial solutions on the performance of NSGA-II. Six
MOTSP test instances were used to evaluate the performance
of compared algorithms. The experimental results showed that
our proposed framework of population initialization can result
in significant performance improvement.

Algorithm behavior analysis was provided to illustrate
how heuristic initial solutions change the search behavior of
NSGA-II. Our further investigation revealed two findings. One
is that the utilization of higher-quality heuristic solutions can
result in greater performance improvement. The other finding
is that NSGA-II variants with some heuristic initial solutions
is always better (independent of the choice of heuristic initial
solutions from the m+1 heuristic solutions) than the original
NSGA-II with a pure random initial population.

In our future research, we will examine our proposed
framework of population initialization on other representative
EMO algorithms. Additionally, we will examine the use of
the proposed framework of population initialization for other
MOCO problems. This will allow us to assess the generality of
our proposed framework of population initialization in tackling
various MOCO problems.
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