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Abstract—This paper makes a contribution to the CI platform
aimed at enhancing the efficiency of student recruitment pro-
cedures. Our study entails a comprehensive follow-up audit of
this domain, and identifies the key challenges to the integration
of equity-conscious practices into the recruitment process. We
propose an innovative solution designed to bridge the relevant
socio-technological gaps, that is a self-aware recruitment engine.
This engine functions within two interconnected conceptual
paradigms: machine learning and probabilistic reasoning. To
illustrate our approach, we offer a demonstrative example that
showcases its practical application.

Index Terms—Student recruitment, self-aware engine, STEM,
machine learning, causal models, equity, diversity, inclusion

I. INTRODUCTION

S tudent recruitment is the process of identifying quali-
fied students and persuading them to apply [3]. This

process becomes more complicated in the Equity, Diversity,
Inclusion (EDI) dimensions [11]. It is influenced by multiple
factors such as recruitment strategies, resource availability,
demographics, and mindsets. These factors must be harmo-
nized to achieve equity-aware STEM student recruitment, in
particular. The fundamental goal of this emerging topic is
to re-examine and re-frame the equity-aware STEM student
recruitment engine through the lens of computational intel-
ligence (CI). This paper serves as a meaningful contribution
to this endeavor.

Student recruitment is considered in various coordinates,
such as student-centered quality education, campus, financial
considerations, opportunities and resources, and the people at
the university [13]. A ”student satisfaction” index is a rele-
vant measure that includes university rating, student expecta-
tions, perceived quality, perceived value, and student loyalty
[12]. Students’ interest in STEM careers is influenced by
family, out-of-school learning experiences, inside-of-school
learning experiences, and media influences [7]. Exploratory
and confirmatory factorial analysis used in [15] showed that
the predictors of career aspirations include students’ opinions
on technical topics, the content of school subjects, and related
classroom experiences.

From a conceptual standpoint, we distinguish the CI ap-
proaches within student recruitment as twofold: a) machine
learning, entailing the identification of pertinent data patterns
[2], [14], and b) machine reasoning, entailing the provision
of expert-guided recommendations for informed decision-
making [4], [5].

Limited data on recruitment at STEM universities are
available globally. One example is the Norwegian project

Lily, aimed at “understanding the priorities, experiences, and
motivational factors underlying young people’s educational
choice” [10]. About 5007 students who chose STEM-related
education at a public university or a university college
answered a specifically designed survey. In this paper, we
use data from [10] for a case study of the causal models
combined with EDI-awareness.

II. SELF-AWARE RECRUITMENT ENGINE

In this work, we re-examine and re-frame the EDI-aware
student recruitment engine based on our previous work [1],
using machine reasoning models such as Bayesian Network
(BN). Our re-framing calls for the concept of the self-aware
learning and reasoning loop illustrated in Fig. 1. The concept
of self-awareness has been established in education, psychol-
ogy, philosophy, and cognitive science [8]. Self-aware com-
puting is a new paradigm for systems to proactively gather
information, maintain knowledge about their own internal
states and environments, and then utilize this knowledge to
reason about behaviors. In Fig. 1, the empirical (perceived)
data from an object of observation (a student), is used as a
basis for the ongoing learning process. The learned model
forms the system’s knowledge base, providing the basis for
the system’s reasoning process. The latter may trigger actions
affecting both the behavior of the system (self-adaptation)
and possibly impacting the environment.

Fig. 1. Concept of self-aware learning-reasoning loop.

Similar to the learning mode of a self-aware recruitment
engine, the reasoning mode (Fig. 1) can be implemented us-
ing causal networks such as BN, credal networks, Dempster-
Shafer networks, and fuzzy causal networks [9]. A BN was
chosen in our paper. A causal graph becomes a BN upon as-
signing its nodes the Conditional Probability Tables (CPTs).
Conditional probabilities reflect the probabilistic cause-effect
relation.
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III. CASE STUDY

In this paper, a subset of the numerical data from [10]
was the count of answers to a questionnaire about the person
influencing the student’s decision to choose STEM. These
counts were converted into the frequencies of occurrence, in
order to create CPTs as shown in Fig. 2. A fragment of a BN
created using pyAgrum library, which is a Python wrapper for
the C++ aGrUM library, is shown in Fig. 3. The three nodes
in the BN example are Gender, Influencer group, and STEM
Choice/Recruitment. There are two values for the variable
’Gender’. The variable ‘Influencer group’ assumes one of six
values: T (Teachers), P (Parents), R (Relatives), F (Friends),
A (Acquaintances and Others, and C (Celebrities). The first
six columns of the CPT contain ’1’ to indicate one of the six
groups at a time, with other groups encoded as ’0’. The last
four columns represent the degree (probability) of influence:
Minor, Moderate, Medium, or Major.

Fig. 2. A CPT constructed using the statistics of the degree of influence
(from Minor to Major) of the six groups of influencers.

(a) (b)
Fig. 3. A causal network and the initial CPTs representing the recruit gender,
their indication of the influencers on their decision to choose STEM, and
the extent of such influence (a); Inference scenarios that investigate to what
degree parents influence the choice of STEM (b).

The simple BN created for this subset of variables has three
nodes: the Gender of the first-year undergraduate students
participating in the study of their STEM university choice,
the Influencer group, and the extent of the Influencer’s
contribution on the choice of STEM education (Fig. 3).

Consider the following scenario: assuming the influencing
group is parents, what is the reported degree of parental

influence that students attribute to their decision to pursue
STEM? As shown in Fig. 3(b), the Parent group has a Major
influence on 33.1% of respondents, followed by Moderate at
28.00%, Medium at 27.72%, while only 11.17% of students
described their parents’ influence as Minor.

IV. CONCLUSION AND FUTURE WORK

The key conclusions from our work on re-examining and
re-framing a recruitment engine for STEM are as follows: (1)
There is an imbalance in applying the CI to the task of student
recruitment: application of machine learning is dominating
while other insightful approaches such as machine reasoning
are not given the proper attention. (2) Self-aware computing
is useful for exploring achieved results, identifying gaps,
systematizing them, and envisioning the horizon. “Dehuman-
ization” of recruitment process identified in [6] addresses the
problem of explainability and transparency of CI; we plan to
investigate this problem in the EDI context.
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