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Abstract—Emotion Recognition is a research area that has
had a surge in interest, since areas such as mental health,
psychological diagnosis, e-learning and assistance for people
who are not capable of communicating their feelings, depend
on certain level, on the capacities of computer systems to
reliably identify emotions. There are several approaches to this
task, for instance, analyzing facial expressions, speech, and
physiological signals (electrocardiogram, galvanic skin response,
electroencephalogram, among others). Electroencephalogram is
one of the preferred methods due, in part, to is great temporal
resolution. Therefore, in this paper we used the EEG Brainwave
Dataset as benchmark to test our model, which is a four
layer, one dimensional convolutional neural network. After the
preprocessing pipeline, consisting on considering certain features
of the dataset as signals and processing them accordingly, by
creating several channels by two decomposition methods, our
model achieved accuracy values of 98.36% and 95.31%, which
is competitive with what is found on the state of the art, while
being a significantly less complex model.

Index Terms—Emotion Recognition, EEG, Convolutional Neu-
ral Network, CNN, Classification, Deep Learning

I. INTRODUCTION

Biosignals are becoming—in recent years—increasingly stud-
ied for the task of emotion recognition [1], [2], among the most
commonly used types of signals there are: Electrocardiogram
(ECG), Galvanic Skin Response (GSR), Magneto Encephalog-
raphy (MEG), Near-infrared Spectroscopy (NIRS), functional
Magnetic Resonance Imaging (fMRI) and Electroencephalog-
raphy (EEG); nevertheless, EEG is the one system providing
better temporal resolution [2], [3], making it more suitable for
real time applications; additionally it has been observed that

EEG signals present certain characteristics related to emotional
states [2].

Determining under what emotion an individual is at a given
moment has an impact in several areas, for instance, it can
help in managing mental health, promoting effective com-
munication between pears [4] and even in Human-Computer
Interaction (HCI), in areas such as online learning, psycho-
logical diagnosis and by communicating the emotional state
of people who are not capable of expressing such information
on their own, for example, newborns and elderly people [4],
[5]. This research area, focused specifically in determining
and understanding a subject’s emotional state in real time, is
relatively new subfield of HCI and Brain-Computer Interface
(BCI) systems, is called Affective Computing (AC) [6].

In order to develop an emotion recognition pipeline, it is
important to define what constitutes an emotion; according
to Oatley and Jenkins [7], emotions have both psychological
and physiological effects, that are reflected in muscular, as
well as neurological, expressions. Based on this definition, one
can infer that emotional states can be detected in readings
from different kinds of sensors, such as the previously stated.
Specifically, it has been observed that emotional states can
be detected when reading electrical activity from the brain,
procedure performed with EEG systems [2], [4].

Nevertheless, EEG presents certain drawbacks regarding its
readings, since this signals tend to be complex, nonlinear,
nonstationary and sensitive to interference [2], [6], [8]–[10].

In this work, we present a small one dimensional Con-
volutional Neural Network (CNN), consisting of three 1D
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convolutional layers, followed by a dense layer as classifier,
for the emotion recognition task based on EEG signals.
To this purpose, we selected the “EEG Brainwave Dataset:
Feeling Emotions” presented in [8] by Bird and his colleagues,
and publicly available at Kaggle1. Additionally, two different
signal preprocessing pipelines were proposed and tested on
the aforementioned model.

The rest of the paper is structured as follows: Section
II provides an overview of related works in the field and,
specifically, works that have used the EEG Brainwave Dataset;
Section III presents the dataset and our methodology, from
data preprocessing to validation procedures; Section IV is the
cornerstone of this paper, since it is where our proposed model
is introduced; in Section V we present our empirical results,
as well as additional information on the training and testing
setups; and, lastly, in Section VI we offer a conclusion from
our results and observations.

II. RELATED WORKS

Emotion recognition through AC is a research area studied
from several perspectives, such as facial expressions [11], [12],
through speech [13], and physiological signals, for instance,
ECG [14], [15], GSR [16], [17] and EEG [10]. From these
methods EEG is the preferred since it is capable of reflecting
human brain activity [18].

In this regard, several EEG based datasets have been pub-
lished, for instance: the one presented in [19], the DEAP
dataset [20], the DER-VREEG [21] and the EEG Brainwave
Dataset [8].

With respect to the EEG Brainwave dataset, the original
paper by Bird and his colleagues [8] used an EEG feature
extraction approach based on the proposal of [22], based
on this procedure they created four new datasets and tested
several methods on them; the best result being a 97.89% of
accuracy with a Random Forest (RF) model. In [23] several
models from traditional Machine Learning (ML), like Support
Vector Machines (SVMs) and Logistic Regression (LR), as
well as Deep Learning (DL) architectures, such as Multi-Layer
Perceptron (MLP), CNN, Recurrent Neural Networks (RNNs)
and Long-Short Term Memory (LSTM) architectures were
tested; the highest accuracy value obtained was 97.65% by
the RNN. Moreover, in [24] statistical feature were extracted
from the EEG signals and rearranged in the form of visual
characteristics so that these data can be used as input for 2D
and 3D CNNs; here, the 2D CNN obtained the best accuracy,
98.22%.

Similarly, in [25], an RNN, an LSTM and a Gated Recurrent
Unit (GRU) with a number of parameters of around one
million were tested, where each model obtained 95%, 96%
and 96% of accuracy, respectively.

Finally, the work presented in [2] consists of an ensemble
model of two levels. The first level consists of three models:
RF, Light Gradient Boosting Machine (LightGBM) and Gra-
dient Boosting Classifier (GBC); the second level consists of

1https://www.kaggle.com/datasets/birdy654/eeg-brainwave-dataset-feeling-
emotions

a RF model used as a meta classifier, where the predictions of
the three models from the previous level are passed as inputs
to this meta classifier. The classification accuracy obtained by
the model was 99.55%.

III. METHODOLOGY

This section summarizes the main aspects of the dataset, as
well as the pipeline proposed from signal preprocessing, to
emotion classification based on such signals.

A. EEG Brainwave Dataset: Feeling Emotions

In order to collect the EEG signals, Bird and colleagues [8]
used a MUSE EEG headband, consisting on four electrodes,
corresponding to the TP9, AF7, AF8 and TP10 electrodes. In
the experiments, two subjects were involved (one male and
one female), to whom visual stimuli was applied in the form
of movie clips, in order to elicit emotions on the participants
while the MUSE band was collecting their brain activity. Six
movies—three eliciting negative emotions and three eliciting
positive ones— were selected for this task, each one of them
having a corresponding clip of one minute of duration; since
two subjects were involved, the dataset is formed by 12
minutes of EEG readings (six per subject). Additionally, six
minutes of neutral brain activity were collected, i.e., brain
activity without stimuli, that serves as a resting emotional
state of the participants. The collected data was furtherly
downsampled to a frequency of 150 Hz.

Since the movies elicited two different classes of emotions:
negative and positive, and there is additionally neutral EEG
recording, the dataset constitutes a three class classification
problem.

B. Signal Preprocessing

Here, we decided to treat the features marked as FFT—750
for each signal data— in the dataset as EEG signals. For signal
preprocessing two variants were proposed, consisting on the
following steps:

1) Digital Filter or Empirical Mode Decomposition (EMD)
2) Normalization via z-score
From the previous list, it follows that our approach consists

on a minimalist and streamlined preprocessing stage. More-
over, the only difference in our two variants is in step 1, which
consists on the signal decomposition method used, since data
is presented as single channel.

For the digital filter procedure, since data was resampled at
150 Hz, we decided to use a 4th degree Butterworth bandpass
filter with several bands, so to decompose the signal into
several channels, the bands utilized are:

• 0.1 - 10.1 Hz
• 9.9 - 20.1 Hz
• 19.9 - 30.1 Hz
• 29.9 - 40.1 Hz
• 39.9 - 50.1 Hz
• 49.9 - 60.1 Hz
• 59.9 - 74.9 Hz

having now, for each signal, a 6 frequency band representation.
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Fig. 1: Original Signal.

Fig. 2: Digital filter decomposition.

Similarly, for the EMD procedure, we decomposed the
signal into five Intrinsic Mode Functions (IMFs). Among the
advantages of using EMD there is the fact that it is a data-
driven and unsupervised decompostiion method that satisfies
the perfect reconstruction property, i.e., summing all IMFs and
the residual reconstructs the original signal with no loss or
distortion [9]. In this variant, we decomposed the signals into
five IMFs, going from a single channel representation to a five
IMFs one. Fig. 1 shows an example of a signal as provided in
the dataset, whereas Figs. 2 and 3 show the digital filter and
EMD decomposition results, respectively.

Lastly, a normalization procedure was carried on on each
frequency band or IMF channel, according to which decompo-

Fig. 3: EMD decomposition.

sition method was applied. The normalization method selected
was Z-Score normalization, a procedure that centers the mean
of a distribution at zero, and scales the value of the standard
deviation to one, and is computed by means of the following
equation:

z =
x− µ

σ
(1)

where x is the original value, µ is the original mean of the
distribution and σ is the corresponding standard deviation.

C. Validation Splits

In order to test our models, we used Hold-out as a validation
method. At first instance, we split the data in a 80-20 fashion,
80% of the data was used as the training set, while the resting
20% was used as the testing set. Subsequentally, the training
set was furtherly split in 90-10, where this 90% (72% of the
original data) was used for training the network while the other
10% (8% of the original data) was used for validation during
training. Table I shows the data distribution after the partition.

TABLE I: Dataset partition into training, validation and testing
sets

Dataset partition Percentage [%] Number of signals
Training 72 1536
Validation 8 170
Testing 20 426
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IV. PROPOSED MODEL

As previously stated, our proposal consists on a one-
dimensional CNN, consisting of only 4 layers, three of them
convolutional layers, while the last one is a linear layer with
3 neurons, that serves as the classifier.

The first convolutional layer consist of eight filters with
a kernel size of one and no activation function; the purpose
of this layer is to learn linear combinations of the chan-
nels created during preprocessing (frequency bands or IMFs),
therefore, a kernel of size one is adequate since it will focus
on only one point at a time and the network will learn the
corresponding contribution of each channel.

Following the first layer, the model consists of two more
convolutional layers, both with a kernel size of three, a max
pooling procedure with window size of 2 and Hyperbolic
Tangent (TanH) as activation function; these layer only differ
on the number of filters: 16 for the second layer and eight for
the third one.

Lastly, before the fourth layer a flatten procedure is applied
and the resulting vector is passed to a linear layer consisting
of three neurons; the classifier. Here a SoftMax activation
function is applied in order to get probability values for each
class.

A graphical representation of our model is shown in Fig. 4

V. RESULTS

For training, we use the following setup: a learning rate
of 3.8 × 10−4, a batch size of 16 and 45 epochs, with a
Checkpoint to save the model with the lowest validation loss
value. Additionally, Adam was used as optimizer, with a
weight decay value of 0.05.

Although the network architecture is essentially the same,
since we proposed two preprocessing pipelines, the model
varies in its number of parameters depending on the number
of channels that the input has. Table II shows the number
of parameters of each configuration. As one can see, both
configurations end up with a network of—virtually—the same
number of parameters; furthermore, this value is significantly
small compared to what is commonly found in DL applica-
tions.

TABLE II: Number of parameters of the CNN depending on
the preprocessing pipeline

Preprocessing Pipeline Number of parameters
Frequency Bands 5347
IMFs 5331

After training, we used the testing partition to make predic-
tions for each signal to be classified as positive, negative or
neutral. Table III shows the accuracy values obtained on the
testing dataset for both, Frequency Bands and IMFs configu-
rations. Additionally, Figs. 5 and 6 show the confusion matrix
for the Frequency Band and IMFs configurations, respectively;
the colorscale values have been normalized with respect to the
ground truth.

Fig. 4: One dimensional CNN proposal for EEG based emo-
tion recognition.

TABLE III: Accuracy of the model for both preprocessing
configurations.

Preprocessing Pipeline Accuracy [%]
Frequency Bands 98.36
IMFs 95.31

Fig. 5: Confusion matrix for Frequency Bands configuration.
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Fig. 6: Confusion matrix for IMFs configuration.

VI. CONCLUSIONS

We have proposed a small and simple 1D CNN model useful to
classify emotions from EEG signals. The performance of this
model is competitive with what is found on the literature, find-
ing itself just behind an ensemble model of RF, LightGBM and
GBC, followed by another RF model. Even though this model
outperforms our proposal, the CNN of this paper distinguishes
itself from the other proposal thanks to its simplicity, size
and the lack of ensemble techniques. Moreover, given that our
model consists of only four layers, the number of parameters
is significantly small, around 5 thousand, in contrast with
what was found in the literature review (approximately one
million) and in other research areas where DL architectures
are implemented. Moreover, the size, simplicity and number
of parameters together, make for our CNN a model that is
easy to train and retrain, an aspect of great importance in BCI
systems, making it feasible to use in real-time applications.
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Politécnico Nacional (COFAA, SIP-IPN, Grant SIP 20230140)
and the Mexican Government (CONAHCyT, SNI).

REFERENCES

[1] Z. Yan, J. Zhou, and W.-F. Wong, “Eeg classification with spiking neural
network: Smaller, better, more energy efficient,” Smart Health, vol. 24,
p. 100261, 2022.

[2] S. Chatterjee and Y.-C. Byun, “Eeg-based emotion classification using
stacking ensemble approach,” Sensors, vol. 22, no. 21, 2022.
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