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Abstract— Pineapple's size is very crucial in determining its 

market value. Size sorting is commonly done via visual 

inspection, which is usually subject to inconsistency and errors. 

Errors due to failed sorting may either lead to wastage or loss, 

or mispricing. This study presents incorporation of the 

machine learning techniques like Logistic Regression, K-

Nearest Neighbors, Support Vector Machine, Decision Tree, 

and Random Forest in classifying pineapple sizes as small, 

medium, and large using the extracted features of images 

processed via OpenCV libraries as well as Python 

Programming. A total of 300 pineapples of different sizes were 

captured and processed to extract features such as the area, 

width, height, enclosed-circle radius, and perimeter. The 

models were optimized using GridSearchCV and were 

evaluated using accuracy and F1 score metrics. Based on the 

results, SVM was found to be the most suited classification 

model, having an optimized training and testing accuracy of 

95.67 % and 96.67 %, respectively, and an F1 score of 96.67 %. 

Keywords— pineapples, size classification, machine learning, 

image processing 

I. INTRODUCTION 

The Philippines is the top global producer of Pineapple 
(Ananas comosus), locally known as Pinya [1][2]. It has 
been the source of livelihood for Filipino farmers, 
particularly in Camarines Norte and Northern Mindanao [3]. 
However, the industry is also faced with challenges 
particularly, post-harvest wastage and losses [4], amounting 
to a 40% loss of the total production [5]. Rough handling and 
failed sorting cause these losses [6]. Sorting is a crucial 
process because sorting according to size serves as the basis 
of pricing each size classification of pineapple.  

Currently, farmers manually grade and sort pineapples 
according to their size, weight, and color, based on their 
experiences. These laborious, intensive manual estimation 
through visual inspection are not reliable [7] as factors like 
fatigue and quality of eyesight, and uncalibrated weighing 
scales, could affect the results, even more, it is time-

consuming to accomplish. These could lead to inaccuracy 
and inconsistency in classifying pineapples, whereas it calls 
for a systematic, accurate, and an efficient classification 
system based on widely used methods.  

This study primarily aims to develop a pineapple size 
classification model, particularly, the Smooth Cayenne 
pineapple variety, that will aid our local farmers in a 
systematized and efficient sorting. Proponents believe that 
with this model, pineapple wastage due to mishandling, and 
losses due to failed sorting and mispricing will be prevented. 

II. REVIEW OF RELATED WORKS 

Studies designed to better facilitate the classification, 
recognition, and counting of pineapples have been initiated. 
Pineapple detection and size determination has been ventured 
using the SVM technique where Speed-Up Robust Features 
(SURF) [8], and OpenCV Library [9] were used to conduct 
feature extraction. Pineapple fruit crown identification, 
detection, and counting also used machine learning 
techniques and implemented feature selection via ANOVA 
to decrease dimensionality while improving and optimizing 
the classification accuracy [10]. Meanwhile, acoustic 
spectroscopy was also used to classify pineapples using the 
drum and meat sound quality of pineapples with an accuracy 
of 0.97 [11]. 

The color of pineapple scales was also studied to identify 
the maturity of pineapple using fuzzy logic-based classifiers 
[12]. The size and weight of pineapples can also be predicted 
with acceptable accuracy using the Artificial Neural Network 
(ANN)-calibrated low-cost vision system using MATLAB-
based hardware and software utilities [7]. 

Machine Learning algorithms including ANN, SVM, and 
K-Nearest Neighbor (KNN) have been used in size 
classification and grading of other agricultural products such 
as gooseberry fruit’s ripeness [13], citrus and dragon fruit 
[14] [15], and strawberry shapes [16]. In a study on tomato 
grading and size classification [17][18][19], geometrical 
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features specifically the area, the perimeter, and enclosed-
circle radius were extracted. KNN and SVM were found to 
be the best models with an accuracy of 97.5% and 95% 
accuracy respectively. A similar study on tangerine size 
classification [20] also proved that KNN and SVM were the 
best models. Furthermore, SVM was able to yield 100% 
accuracy in fruit classification, where a system was 
developed using MATLAB for image processing of bananas 
and apples [21]. 

Fuzzy logic, ANN, SVM, and an Adaptive Network-
based Interference System (ANFIS) were used to obtain an 
analysis of different fruit diseases, and ANFIS was found to 
be the most accurate [22]. Random Forest was proven to be 
the most accurate model in identifying fruit diseases versus 
KNN and Decision Tree [23], and also in banana size 
classification versus ANN and SVM [24]. Meanwhile, a 
study on cherry tomatoes' mass and volume prediction 
showed that RBF-SVM performed better compared to other 
models showing accuracy results of 0.9706 and 0.9694, for 
2D and other features, respectively [25]. 

Additionally, image processing together with machine 
learning [26][27] was also used in classifying some fruits 
where the proponents utilized image acquisition [28], 
LabVIEW, KNN, DT, Naive Bayes, Random Forest, and 
MLP as algorithms. The system success rate with this 
method was 95% for Esmek quince and 86% for Esme 
quince [29]. 

Deep Learning techniques have also been utilized in 
processing agricultural products such as fruit recognition 
[30], potato size classification [31], apple fruit size 
estimation [32][33], mango quality and size detection 
[34][35], orange quality grading [36], olive fruit grading 
[37], onion sorting and grading [38], okra grading [39], and 
calamansi size classification. 

Certain initiatives to facilitate the classification and 
recognition of pineapples were conducted such as type 
classification, crown recognition, and maturity grading. 
However, there is no study that's exclusive and definite on 
the classification of pineapples based on size. A better 
machine learning technique, a camera with a higher 
resolution, and a larger dataset, should be used to further 
improve the results. Existing standards were set to classify 
pineapple sizes based on weight, but the pineapple local 
market commonly sells pineapples based on the visual output 
that varies on the perspective of the observer, thus, indicating 
the need for an objective and systematized pineapple size 
classification based on computer vision using the machine 
learning algorithms. 

Machine Learning techniques have been utilized in most 
agricultural classifications, but they are lacking in terms of 
cross-validation, optimization methods, and performance 
matrices. Cross-validation is important to prevent bias in the 
data, while optimization should be utilized to improve the 
model's accuracy using hyperparameter tuning. Performance 
matrices could have also been used to evaluate the error and 
accuracy of the built system. Hence, the proponents decided 
to use machine learning techniques, apply optimization using 
the GridSearchCV, and evaluate the models’ performance 
using certain performance matrices. 

In this study, the proponents utilized the OpenCV Library 
and Python programming for image processing and feature 
extraction where the samples were classified into small, 

medium, and large classes. The extracted features include the 
area, width, height, enclosed-circle radius, and perimeter. A 
self-generated dataset with 300 pineapple samples was 
created using 100 samples for each size classification. As 
determined in related studies as the most accurate models for 
classification, the KNN, SVM, LR, Decision Tree, and 
Random Forest were machine learning algorithms used by 
the proponents in developing the Pineapple Size 
Classification Model. 

III. METHODOLOGY 

A. Dataset Description 

This study used 300 images of Smooth Cayenne 
pineapples categorized as small, medium, and large. Each 
size classification is comprised of 100 samples distributed as 
80 and 20 for the training and the testing set, respectively. 
The dataset was gathered on a pineapple farm in San 
Agustin, in the City of Santo Tomas, Batangas using an 
improvised capturing box and a 50-megapixel Android 
camera. Natural lighting and a capturing distance of 75 cm 
from the pineapple were the main setups for image 
acquisition. Fig. 1 shows the pineapple samples consisting of 
three different sizes. 

 
Fig. 1. Pineapple Samples (A) small, (B) medium, (C) large.  

B. System Overview 

Displayed in Fig. 2 is the overview of the system 
consisting of the process of image acquisition, image 
processing, feature extraction, model creation then 
evaluation. 

 

Fig. 2. System Overview  
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In image acquisition, pineapples were captured in an 
improvised capturing box with a black background 75cm far 
from the camera, with the pineapples placed 23 cm apart 
from each other. The samples were then subjected to image 
processing using OpenCV libraries and Python programming 
to enhance the image and extract features. The image 
consisting of two pineapples was first segmented to produce 
two images of a single pineapple and then cropped to include 
only the fruit part. The images were then converted from 
RGB images to grayscale and applied with thresholding to 
define the contour of the subject. The contour was used as 
the basis of geometrical features such as the area, the 
perimeter, the enclosed-circle radius, width, and height. A 
comma-separated value (CSV) file was made from the 
extracted dataset consisting of 300 rows and 6 columns. The 
rows corresponds to the number of samples, and the columns 
represent the features, including the area, perimeter, 
enclosed-circle radius, width, and height, as well as the class. 
Feature selection was applied to the data to determine the 
three most significant features that can predict the class and 
be utilized in the creation of different machine learning (ML) 
models. 

Each model was created using default parameters and 
was optimized using GridSearchCV to improve their 
performance. The models were assessed using F1 score 
metrics and classification accuracy to determine which 
model is the best fit for the size classification task. The 
model’s F1 score for each class was tabulated to evaluate 
which of the models classify classes correctly and to 
determine which of the sizes the models have difficulty 
classifying. 

C. Development of the Size Classification Models 

The proponents adopt five supervised ML algorithms 
commonly used for classification tasks, namely LR, DTC, 
SVM, KNN, and RFC. 

Logistic Regression is a simple and widely used linear 
classification algorithm that models the probability of the 
target variable using a logistic function. In LR, each category 
has its threshold value, and the category with the highest 
probability score is assumed as the output class for the given 
sample. Another algorithm for classification tasks is the 
DTC, which is a flowchart-like structure that divides the data 
into subsections, according to the most informative features, 
creating a tree-like formation where each leaf node correlates 
to a class label. The process of making predictions using 
decision trees is easier to interpret and understand compared 
to other algorithms. Moreover, the RFC is an ensemble 
learning algorithm with improved accuracy. It combines 
multiple decision trees. The results of the trees are 
synthesized to make a final prediction. Another popular 
classification algorithm is the SVM which uses a kernel 
function to transform the input data into higher dimensional 
space and then  locates an ideal hyperplane that accurately 
separates data into different classes. Furthermore, KNN is 
known to be a non-parametric model that categorizes data 
according to the majority class of its k-nearest neighbors in 
the feature space. It is effective for size classification tasks 
because it can handle both categorical and numerical data, 
and can work well with both linear and nonlinear data. 

To develop the models, the proponents utilized the 
Python programming language. Different training-testing 
ratios of the dataset were performed and the models’ 
performance for each set was tabulated. The training set was 

used in model construction, while the testing set was 
employed to evaluate and validate the built models. 
Moreover, the GridSearchCV is used to optimize the models 
in finding the best set of hyperparameters that will produce 
the best results. 

To assess the model’s performance, the classification 
accuracy as well as the F1 score metrics were used. Accuracy 
measures the ratio of accurately classified samples to the 
overall number of samples in a dataset while the F1 score is a 
metric that combines both precision and recall and provides a 
more balanced analysis of the model’s performance. The 
accuracy will determine the best model to implement in the 
size classification task, while the F1 score will determine 
which of the models can classify the samples into their 
correct sizes. 

IV. RESULTS AND DISCUSSIONS 

A. Dataset Generation for Machine Learning 

Pineapple images were gathered using an improvised 
capturing box and a 50 megapixels resolution Android 
camera. The captured images were processed using the 
OpenCV libraries of Python to transform the image and 
extract geometrical features. The image processes applied to 
all 300 samples were shown in Table I. 

TABLE I.  SAMPLE RESULTS OF THE IMAGE PROCESSING AND 

FEATURE EXTRACTION 

Process Result 

Image Acquisition 

 

Image Segmentation 

 

RGB to Grayscale 
Conversion 

 

Thresholding 

 

Contour Detection 

 

Feature Extraction 

 

 
The generated values are compiled and saved into CSV 

file format to create a dataset of 300 rows by 6 columns, 
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where each row represents a sample, and the columns 
represent the features and class label. The descriptive 
analysis of the dataset is presented in Table II. 

TABLE II.  DESCRIPTIVE ANALYSIS OF THE DATASET 

 area perimeter enclosed_circle_radius width height 

count 300 300 300 300 300 

mean 305715.55 4401.10 382.21 588.09 695.09 

Std 96716.56 1162.74 69.84 86.34 135.80 

min 128718.50 1813.09 237.23 410 411 

max 491310 7790.49 569.41 764 1009 

 
The dataset has five features, namely area, perimeter, 

enclosed-circle radius, width, and height. The dataset has no 

missing values, with each column having a 300-value count. 

The features have a numerical float data type, while the 

target column, class, has three categorical values 

specifically small, medium, and large. These categorical 

values were converted into numerical values using the Label 

Encoder. The features were also normalized using the 

MinMax Scaler to ensure that all features are on a similar 

scale.  

 

Fig. 3. Results of the feature selection methods 

 Features are then subjected to a feature selection process. 
This method helps to eliminate redundant and less important 
features and reduce training time by using smaller datasets, 
which can improve the performance of the models. Three 
different methods for feature selection were employed: 
Univariate Selection, Recursive Feature Elimination, and 
Feature Importance. The outcome of each method is shown 

in Fig. 3. After analyzing the results of the feature selection 
methods, the top three features—area, width, and height—
were identified and selected to be used for the model 
creation. 

B. Model Performance for Pineapple Size Classification 

The researchers developed five different machine 
learning models for the size classification task, including LR, 
DTC, SVM, KNN, and RFC. The dataset was split into 80 % 
training data and 20 % testing data. The 10-fold stratified 
cross-validation and hold-out validation techniques were 
used to assess the models’ performance during training and 
testing phases, respectively. Moreover, by tuning the 
hyperparameters into their optimal value to achieve the best 
possible performance from each model, the models were 
optimized using the GridSearchCV to improve their 
performance. 

To determine the best machine learning model for the 
size classification task, the accuracies and F1 scores of each 
model were tabulated and compared to identify which model 
is best suited for the size classification task. 

Table III summarizes the results of the training and 
testing accuracy of each model using default and optimized 
parameters for the standard training-testing ratio of 80-20. 
Moreover, the F1 score performance of each model for 80-20 
data splitting was also presented in Table IV. 

TABLE III.  ACCURACY PERFORMANCE OF THE SIZE CLASSIFICATION 

MODELS FOR 80-20 DATA SPLITTING 

Model 

Cross-Validation Hold-out Validation 

Default 

Parameter 

Accuracy (%) 

Optimized 

Parameter 

Accuracy (%) 

Default 

Parameter 

Accuracy (%) 

Optimized 

Parameter 

Accuracy (%) 

LR 94.67 95.33 90.00 96.67 

DTC 92.67 95.33 90.00 93.33 

SVM 95.33 95.67 96.67 96.67 

KNN 95.67 96.00 93.33 93.33 

RFC 94.33 95.33 96.67 95.00 

 

Based on Table III, the KNN has the highest training 
accuracy using both the default and optimized parameters, 
followed by SVM, LR, RFC, and DTC, respectively. 
Moreover, a significant increase in the model’s accuracy 
during the training phase after optimization can be observed. 
On the other hand, the accuracy of the models during testing 
also improved after performing optimization, except for the 
RFC, in which the testing accuracy using the default 
parameter is better than the result using the optimized 
parameters. Furthermore, the testing performance of SVM 
using default and optimized parameters is consistent and 
considered the highest compared with other models. Based 
on the model’s accuracy performance, SVM is the best fit for 
the size classification task as its accuracy during training and 
testing phase remained consistent. 

 

Similarly, as presented in Table IV, the KNN also has 

the highest F1 score during training phase using default and 

optimized parameters, followed by SVM. A significant 

increase in models’ performance after optimization can be 

observed. Same with the accuracy performance, the SVM 

yields the highest F1 score in the testing phase for both the 
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default and optimized model. The consistency of SVM’s F1 

score performance in training and testing concludes that the 

model classifies most of the samples into their correct sizes 

which indicates that it is a good model to implement in the 

size classification of pineapples. 

TABLE IV.  F1 SCORE PERFORMANCE OF THE SIZE CLASSIFICATION 

MODELS FOR THE 80-20 DATA SPLITTING   

Model 

Cross-Validation Hold-out Validation 

Default 

Parameter F1 

Score (%) 

Optimized 

Parameter F1 

Score (%) 

Default 

Parameter F1 

Score (%) 

Optimized 

Parameter F1 

Score (%) 

LR 94.60 95.31 89.90 96.67 

DTC 92.57 95.32 89.76 93.32 

SVM 95.28 95.62 96.67 96.67 

KNN 95.62 95.95 93.32 93.32 

RFC 94.35 95.32 96.67 95.00 

 

Presented in Table V is the summary of the F1 score 

performance per size using the optimized machine learning 

models. In addition, the confusion matrix of each optimized 

model for the 80-20 training-testing ratio is shown in Fig.4. 

TABLE V.  F1 SCORE PERFORMANCE PER SIZE USING THE OPTIMIZED 

MACHINE LEARNING MODELS (IN %) 

Size LR, % DTC, % SVM, % KNN, % RFC, % 

Large 100 100 100 100 100 

Medium 95 89.47 95 89.47 92.68 

Small 95 90.48 95 90.48 92.31 

No. of Items with 
F1 score above 90% 

3 2 3 2 3 

No. of Items with 

F1 score below 90% 
0 1 0 1 0 

 

All models predicted large pineapples correctly, with a 

perfect 100 % F1 score for each model. Furthermore, the F1 

score for small sizes is favorable, with the models having 

above 90 % performance. However, both DTC and KNN 

have an F1 score below 90 % for medium size. This result 

indicates that medium-sized pineapples are the most 

challenging to classify. These may be due to the geometrical 

features of the medium-sized pineapple being very close to 

the small-sized pineapple. 

 

Based on the confusion matrix shown in Fig. 4, all 

models correctly predicted the large pineapples. However, 

when predicting the small and medium-sized pineapples, the 

models exhibited a degree of confusion. A possible reason is 

that the medium-sized pineapple shares geometric properties 

that closely resemble those of the small-sized pineapple. 

V. CONCLUSIONS 

The developed pineapple size classification using the 

SVM, RFC, and LR models combined with computer vision 

techniques achieved a consistently high optimized training 

and testing accuracy and F1 score. The image samples were 

acquired using an improvised capturing box and a 50-

megapixel Android camera and were processed using 

OpenCV libraries of Python to extract features and generate 

a dataset. Using selected features, such as the area, width, 

and height, machine learning models were built in which the 

 

Fig. 4. Confusion matrix of each optimized models 

SVM model performed consistently, with an optimized 

training and testing accuracy of 95.67 % and 96.67 %, and an 

F1 score of 96.67 %. Similarly, the performances of LR and 

RFC models are also notably high with both having a 

training accuracy of 95.33 % and testing accuracy of 96.67 

% for LR while 95 % for RFC. These models achieved an F1 

score of 96.67 % for LR and 95 % for RFC while DTC and 

KNN struggled to classify medium-sized pineapples, having 

an F1 score lower than 90 % for the said size. 
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