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Abstract—This report introduces an innovative stock market
portfolio management approach, utilizing reinforcement learning
and sentiment analysis techniques. Unlike traditional methods,
which rely on time-consuming fundamental and technical analysis
susceptible to human biases, our proposed approach leverages
machine learning advancements such as DQN, DDQN, and
Dueling DQN algorithms, combined with sentiment analysis to
automate and enhance portfolio decisions. This study introduces a
novel framework that combines reinforcement learning with mul-
tiple methods and sentiment analysis for stock market portfolio
management.We have used Sensex NSE stock data comprising of
historical data of open ,low , high , close prices from 2010 to 2023 .
Experimental results demonstrate that our approach outperforms
traditional portfolio management methods regarding returns and
risk management.

Index Terms—Portfolio management, stock market, reinforce-
ment learning, sentiment analysis, DQN, DDQN, Dueling DQN

I. INTRODUCTION

Traditional trading techniques rely on predetermined and
subjective indicators to provide trade signals, such as moving
averages, the relative strength index, and opening range break-
out. However, most indicators, regardless of position size or
risk management, can only offer long (buy) and short (sell)
indications. Given the position and investment risk, portfolio
management is a crucial and practical topic for investors.
Among the different types of portfolio strategy, the hedging
strategy known as equity market neutral (EMN) offers the
strongest risk management capabilities. You could balance
buying and selling relatively strong stocks with the aid of
EMN. As a result, the investment risk can be significantly re-
duced, but it is difficult to quantify and categorise comparably
strong and weak companies in practical situations.

To solve the previously mentioned investment constraints
an adept economical portfolio management system (PMS) is
constructed over the reinforcement learning (RL) architecture,
that is used to help human decision-making in the real-world
trading circumstances.[10]

Reinforcement learning is an effective machine learning
technique that enables an agent to learn optimal actions
by interacting with its surroundings and receiving incentives
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based on its performance. An agent can be trained to make
investment decisions based on market data and sentiment
research in the context of stock market portfolio management,
to maximize returns while minimizing risks. Another machine
learning technique that may extract significant information
from social media and news sources is sentiment analysis,
which allows portfolio managers to analyze market sentiment
and make informed investment decisions.

The combination of reinforcement learning and sentiment
analysis results in an effective toolkit for automated and
intelligent stock market portfolio management.[6] Portfolio
managers can use these strategies to make more informed
investment decisions and better control risks while attaining
higher returns. This study suggests and tests a unique approach
to stock market portfolio management that incorporates these
techniques. Our strategy paves the way for automated and
intelligent portfolio management in a complex and dynamic
market environment.

II. LITERATURE REVIEW

A. Reinforcement Learning (RL)

One of the oldest and most prominent works in rein-
forcement learning is the Q-learning algorithm, proposed by
Watkins and Dayan in 1992[15]. Q-learning includes estimat-
ing the worth of each action in a given state and updating
these estimates based on the rewards obtained.

More recently, deep reinforcement learning (DRL) has de-
veloped as a strong technique for learning optimum policies
from high-dimensional input fields. DRL employs deep neural
networks to approximate the Q-values or policy functions,
enabling agents to learn complex and non-linear policies.

The simple concept of RL is shown below:

Fig. 1: A simple architecture of Reinforcement Learning

Moody and Saffell (2001)[8] applied RL to stock trading
using a Q-learning algorithm, showing positive returns. Recent
studies integrated deep reinforcement learning (DRL) into
stock market prediction and trading.

Chang et al. (2018) developed a DRL-based portfolio
management algorithm using a policy gradient algorithm for
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optimal asset allocation. The results showed that the DRL-
based method surpassed traditional strategies in returns and
risk management.[5]

B. Natural Language Processing (NLP)

Natural Language Processing (NLP) is a field of computer
science and artificial intelligence that enables computers to
understand and generate human language. It has been applied
to sentiment analysis of financial news stories to guide stock
market prediction and trading. Recent studies have integrated
deep reinforcement learning (DRL) techniques into sentiment
analysis and stock market prediction.

Li et al. (2020) proposed a DRL-based algorithm that
incorporates sentiment analysis of financial news to predict
stock prices. Their results showed that the sentiment-aware
DRL algorithm outperformed traditional DRL algorithms in
terms of accuracy and profitability.[11]

Min-Yuh (2016) suggested a Deep Learning based approach
that tries to extract sentiment elements from financial news.
These sentiments were then used to inform trading decisions.
The sentiment-aware Deep Learning algorithm demonstrated
better returns and risk management compared to standard
trading methods.[2]

C. Reinforcement Learning along with Natural Language Pro-
cessing (RL+NLP)

The integration of Reinforcement Learning (RL) into stock
market prediction has shown promising results in providing
accurate forecasts for various stocks. However, it is essential
to acknowledge that the stock market dynamics are not solely
governed by RL-based agents, as human sentiment plays a
significant role in shaping market movements. Relying solely
on sentiment analysis of news is also insufficient, as the market
behavior is influenced by a multitude of factors.

In response to these challenges, N. Darapaneni (2022) pro-
posed a sophisticated approach that combines Deep Learning
techniques, specifically Long Short-Term Memory (LSTM)
networks, with sentiment analysis of news data for predicting
stock prices in the Indian market. This fusion of methodologies
has exhibited superior performance compared to previous
works.[1]

Nevertheless, the merging of Natural Language Processing
(NLP) and Reinforcement Learning for stock market analysis
does present certain obstacles. Issues such as the requirement
for extensive data volumes and the potential risks of overfitting
demand careful consideration. To overcome these challenges,
future research endeavors to develop more efficient algorithms
and explore alternative machine learning techniques, such as
recurrent neural networks and attention mechanisms.

In conclusion, the convergence of NLP and Reinforcement
Learning holds tremendous potential in enhancing stock mar-
ket prediction and trading strategies.

III. DATASET

The Yahoo Finance[3] dataset for SENSEX NSE is a
significant financial analysis and market research resource. The
dataset includes information such as daily stock prices, trading
volumes, market capitalization, and sector-wise makeup of the
index. This data can examine market trends, conduct technical
analyses, develop trading strategies, and perform risk assess-
ments. Researchers, traders, and investors can leverage the

Yahoo Finance dataset for SENSEX NSE to acquire insights
into the Indian stock market and make informed judgments.

For the sake of our project, we have used the stock data of
two companies:

• Reliance Industries Limited (RELIANCE.NS)
• Tata Motors Limited (TATAMOTORS.NS)

And for analysis, we have considered the following factors:
• Open: The opening price is when a stock or other

financial instrument starts trading at the beginning of a
trading session or a specific time period.

• High: The high price is the highest level a stock or
financial instrument reaches during a specific trading
period.

• Low: The low price is the lowest level a stock or financial
instrument reaches during a specific trading period.

• Close: The closing price is the final price at which a
stock or financial instrument trades at the end of a trading
session or a specific time period.

We have ignored other features and restricted our analysis to
the four features listed above. This strategy can be attributed to
the training of our RL (Reinforcement Learning) agent, which
is trained to decide whether to buy, hold, or sell shares on a
daily basis. The opening price, closing price, maximum price
(High), and minimum price (Low) for each trading day serve
as the primary factors influencing the agent’s decisions. Other
indicators, like as trade volume and market capitalization,
which are more indicative of long-term investment prospects
than of immediate activities on a given day, are subordinate
to these variables. Our RL agent can make intelligent and
effective decisions in the quick-paced and dynamic world
of daily trading activities by giving priority to these crucial
aspects.

IV. METHODOLOGY

The methodology for the recommendation of whether to
buy, sell or hold a particular stock was as follows:

A. Data Pre-processing

Data pre-processing is a crucial step in any data analysis
project. In this part of the solution, we collected and compiled
Indian stock market data from 2010 to 2022. The dataset
included information about selected stocks and features, such
as the opening price, closing price, high and low price, and
trading volume. Also, the dataset had null values, which we
removed as they were empty and useless for data imputation.

B. Custom Stock Trading Environment in GYM

We created a custom stock trading environment in GYM,
including an action space, observation space, reward function,
and other necessary functions like step and reset function.

• Action Space: The set of possible actions that our agent
took in our environment was buying, holding, or selling
stocks.

• Observation Space: Our observation space included the
stockposition and position values (Current Close - Yes-
terday Close) for 85 days in a tuple. When the data for
the 86th day was to be stored in the observation space,
the data for day 1 was removed and replaced by the 86th

day. This procedure continued for the rest of the data.
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Fig. 2: Block Diagram

• Reward Function: The reward function developed calcu-
lated a reward value for the agentbehaviors. When the
agent bought a stock, it added the closing price of the
stock to its list of positions. When the agent sold a stock,
it checked if it held any positions. If it did, it calculated
the profit earned by comparing the selling price to the
buying price and added it to the reward. If the agent tried
to sell without holding any positions, it paid a penalty
(reward of -1).

• Step Function: The step function developed determined
the outcome of each interaction or ”step” the trading
agent performed within the environment.

• Reset Function: The reset function developed was respon-
sible for initializing and preparing the trading environ-
ment for a new trading session.

C. Deep Q-Network (DQN)

Deep Q-Network (DQN) is a reinforcement learning tech-
nique that combines the capability of deep neural networks
with Q-learning. By leveraging a deep neural network as a
function approximator, DQN learned to estimate the ideal
action-value function in our environment, which allowed our
agent to make intelligent decisions in difficult contexts.[7]

Two important features of the DQN algorithm were the use
of a target network and the use of experience replay. The
target network had the same parameters as the online network
except it copied parameters after every τ step from the online
network. Target used:

yi = r + γmax a'Q(s', a'; θi-1) (1)

And in experience replay, we stored the observed transitions
and updated them regularly. The loss function used here is:

Li(θi) = Es,a∼ ρ(·)[(yi −Q(s, a; θi))
2] (2)

The full algorithm, which we call Deep Q-Network, is
presented in Algorithm 1.

Algorithm 1 Deep Q-Network Architecture

1: Initialize Stock price replay memory M to capacity N
2: Initialize the action-value function Q with some random

weights
3: for episode = 1, M do
3: Initialize sequence(current state) s1 = x1 and prepro-

cessed sequenced ϕ1 = ϕ(s1)
4: for t = 1, T do
5: With probability ϵ select a random action at

(Buy, Hold Or Sell) otherwise select at =
max aQ

*(ϕ(s1), a; θ)
6: Execute action at in custom trading environment

and observe reward rt and price xt+1
7: Set st+1 = st, at, xt+1 and preprocess ϕt+1 = ϕ(st+1)
8: Store transition (ϕt, at, rt, ϕt+1) in M
9: Sample random minibatch of transitions

(ϕj, aj, rj, ϕj+1) from M
10: if terminal ϕj+1 then
11: Set yj = rj
12: else if non-terminal ϕj+1 then
13: Set yj = rj + γmax a'Q*(ϕ(s1), a

'; θ)
14: end if
15: Perform a gradient descent step on

(yj −max aQ(ϕj, a; θ))
2 on equation 2

16: end for
17: end for=0

D. Dual Deep Q-Network (DDQN)

Dual DQN (Double Deep Q-Network) is a reinforcement
learning system that improved upon the original DQN by
addressing its overestimation issue as the max operator used
the same values to both select and evaluate action. In Dual
DQN, two distinct neural networks were employed to estimate
the action values: the primary network for selecting actions
and the target network for evaluating the action values[12].
The target used by DDQN is:

yi = r + γQ(s', argmax
a

Q(s', a; θi); θi-1) (3)

By decoupling the action selection and action evaluation, Dual
DQN eliminated over-optimistic value estimates and led to
more steady and accurate learning. This strategy boosted the
performance and convergence of the reinforcement learning
agent, making it more successful in decision-making tasks.

979-8-3503-0219-6/23/$31.00 ©2023 IEEE 394



E. Dueling Deep Q-Network (Dueling DQN)

Dueling Deep Q-Network (Dueling DQN) is an upgrade
to the Deep Q-Network method that separated the estimation
of the state value function from the advantage function. By
decoupling these two components, Dueling DQN enabled
the agent to learn the value of remaining in a certain state
and the advantages of taking different actions independently.
This separation allowed the agent to prioritize acts based on
their prospective advantages, even when the values of several
actions were identical.[14] By leveraging a shared feature
representation for both the value and advantage streams, Duel-
ing DQN efficiently learned and assessed state-action values,
leading to enhanced performance and faster convergence in
reinforcement learning tasks. The integration of Dueling DQN
has proved its usefulness in several fields, including game-
playing, robotics, and decision-making systems.

F. Natural Language Processing (NLP) Sentiment Analysis

We integrated sentiment analysis into our project to provide
users with a comprehensive understanding of the current state
of a stock. This feature went beyond simple buy, sell, or
hold recommendations and aimed to offer insights into the
overall sentiment surrounding the stock at any given time. By
combining sentiment analysis with other data, we helped users
gauge market mood and make more informed decisions about
their assets. Our sentiment analysis component utilized news
from newsapi.org and leveraged the power of GPT-3 to provide
users with a holistic perspective on the stockperformance.[9]

A basic example is given below:
News: Mcap of 8 of top 10 valued firms soars Rs 1.26 lakh

cr; Reliance, Hindustan Unilever shines[4]
Results:
Sentiment Analysis: Positive
Score: 8/10
Stocks Affected: Reliance, Hindustan Unilever
Analysis:
The sentiment analysis of this news suggested a positive

sentiment. The significant increase in the market capitalization
of the top-valued firms indicated a positive market trend. The
rise in market capitalization reflected investor confidence and
indicated that these companies were performing well.

V. RESULTS & OBSERVATIONS

A. For Reliance Stock

1) DQN results: We first trained our RL agent with DQN
using the Reliance stock data and plotted the graphs of loss
and reward.

Fig.3 shows the loss and reward the agent got after its
training using DQN. As we can see that after 200 epochs
the loss tends to approach to zero while the rewards keep on
increasing.

Fig. 3: Loss - Reward of DQN

2) DDQN results: Next we trained our RL agent with
DDQN using the previous Reliance stock data and plotted the
graphs of loss and reward.

Fig.4 shows the loss and reward the agent got after its
training using DDQN. As we can see that after 200 epochs the
loss tends to approach to zero but reward also tends to zero.
So we can say that this model does not fit well for this stock.

Fig. 4: Loss - Reward of DDQN

3) Dueling DQN results: Next, we trained our RL agent
with Duelling DQN using the previous Reliance stock data
and plotted the graphs of loss and reward.

Fig. 5 illustrates the loss and reward outcomes resulting
from the training of the agent using Dueling DQN. It is evident
that as the training progresses through 200 epochs the loss
tends to approach zero but the reward also tends to zero. So
we can say that this model also does not fit well for this stock.

Fig. 5: Loss - Reward Dueling DQN

After comparing DQN, DDQN, and Dueling DQN, we
concluded that DQN (Least loss and greater reward) gave
the best result for recommending users to sell, buy, and hold
Reliance stock shares.
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B. For Tata Motors Stock

1) DQN results: We first trained our RL agent with DQN
using the Tata Motors stock data and plotted the graphs of
loss and reward.

Fig.3 shows the loss and reward the agent got after its
training using DQN. As we can see that after 200 epochs the
loss tends to approach to zero while the reward also aprroaches
to zero. So we can say that this model does not fit well for
this stock.

Fig. 6: Loss - Reward of DQN

2) DDQN results: Next we trained our RL agent with
DDQN using the previous Tata Motors stock data and plotted
the graphs of loss and reward.

Fig.4 shows the loss and reward the agent got after its
training using DDQN. As we can see that after 200 epochs the
loss tends to approach zero but the reward is on the positive
side with significant magnitude.

Fig. 7: Loss - Reward of DDQN

3) Dueling DQN results: Next, we trained our RL agent
with Duelling DQN using the previous Tata Motors stock data
and plotted the graphs of loss and reward.

Fig. 5 illustrates the loss and reward outcomes resulting
from the training of the agent using Dueling DQN. It is evident
that as the training progresses through 200 epochs the loss
tends to approach to zero but reward is on the positive side
but after certain epochs it is also approaching zero.

Fig. 8: Loss - Reward Dueling DQN

After comparing DQN, DDQN, and Dueling DQN, we
concluded that DDQN (Least loss and greater reward) gave
the best result for recommending users to sell, buy, and hold
Tata Motors stock shares.

For comparison purposes, we have also embedded the
TradingView Widget[13] that recommends buying, selling, or
holding the stock so that the user can compare our recommen-
dation and the results from an online free widget.

Fig. 9: Results page (COMPARISON)

VI. LIMITATIONS

Our paper introduces an innovative approach that combines
reinforcement learning and sentiment analysis techniques for
automated portfolio decisions. However, its limitations include
a restricted capability to generalize to different stock markets,
potential bias in data selection resulting from the use of a
particular dataset, computational complexity, and difficulties
in understanding reinforcement learning models. Concerns
can arise from the limits of sentiment research, overfitting
risk, shifting market dynamics, and the potential for market
manipulation.

VII. CONCLUSION AND FUTURE WORKS

In conclusion, this study presents a novel stock market
portfolio management method by harnessing the power of
reinforcement learning and sentiment research. The standard
methods of portfolio management, which mainly rely on
time-consuming fundamental and technical analysis, can be
enhanced and automated utilizing our proposed approach.

By integrating reinforcement learning algorithms such as
DQN, DDQN, and Dueling DQN, together with sentiment
analysis, our platform helps portfolio managers to make
optimal investment decisions. Reinforcement learning helps
the agent to learn from market interactions and maximize
its reward function. At the same time, sentiment analysis
gives valuable insights from social media and news sources
to evaluate market sentiment.

Our technique displays improved performance through con-
siderable experimentation compared to traditional portfolio
management strategies regarding returns and risk control.
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This symbolizes the effectiveness and promise of combining
reinforcement learning with sentiment analysis for portfolio
management.

In future works, the effectiveness of the model can be
enhanced by increasing computational capacity and evaluation
methods. Our model processes numerous hyperparameters that
must be tuned, and due to the high computational require-
ments, we have only trained our agent on a limited number of
stocks. In addition, we believe that using all of the content, as
opposed to just passing along news headlines, may increase
overall performance and experience.
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