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Abstract—The utilization of herbal medicinal plants dates to 
antiquity, and as human civilization has progressed and 
technology has advanced, a significant proportion of 
contemporary medicines have originated from herbal sources. 
The Philippines is renowned for its extensive utilization of herbal 
medicinal plants, exemplified by the Department of Health's 
recognition of ten prominent herbal medicines under the 
“Traditional and Alternative Medicine Act (TAMA)”, or the 
“Republic Act No. 8423”. This legislative measure not only 
enhances the healthcare system within the country but also 
underscores the nation's commitment to incorporating 
traditional healing methods. Many herbal medicinal plants 
possess valuable therapeutic properties; however, the lack of 
comprehensive research and clinical trials has resulted in limited 
knowledge regarding the specific benefits associated with each of 
these plants. This research endeavor culminated in developing a 
device capable of identifying the herbal medicinal plant name, 
scientific name, and medicinal purposes by capturing a leaf 
image. This study's initial phase entails pre-processing the 
captured image and extracting the leaf vein characteristics using 
the Histogram of Oriented Gradient (HOG) feature extraction 
algorithm. Subsequently, the Convolutional Neural Network 
(CNN) algorithm is employed to identify the leaf based on these 
extracted features. Following the execution of 25 trials for each 
of the five selected herbal medicinal plants, namely Banaba, 
Bayabas, Bignay, Sambong, and Serpentina, in addition to 25 
tests for two untrained plants, the research findings 
demonstrated a commendable accuracy rate of 95%. 
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I. INTRODUCTION 
The utilization and application of herbal medicine predate 

recorded human history, a fact supported by paleontological 
evidence, the early humans' invention of fire, and the 
utilization of abundant natural resources, including plants and 
animals, for sustenance and medicinal purposes. During this 
era, the distinction between poisonous and non-poisonous 
plants may not have been fully recognized or understood [1]. 
Herbal medicine encompasses diverse plant components such 
as seeds, roots, bark, stems, fruits, flowers, leaves, and entire 
plants. Historical accounts documented the employment of 
herbs like laurel, caraway, and thyme for medicinal purposes 

by the Sumerians 5,000 years ago. Furthermore, 
archaeological investigations reveal evidence of herbal 
medicine practices dating back 60,000 years in Iraq and 5,000 
years in China [2]. Due to its deep-rooted historical 
background, Traditional Chinese Medicine (TCM) remains 
popular and widely practiced across various cultures 
worldwide. Unique best-selling products in this domain 
encompass Garlic (Allium sativum), Panax ginseng, and 
Ginkgo biloba [3]. Of the 252 essential medicines the World 
Health Organization (WHO) cataloged, 11% are derived 
exclusively from plants, while a quarter of globally prescribed 
drugs originated from plants. There is a growing inclination 
towards herbal and traditional medicine, with developing 
nations widely adopting this approach and developed 
countries embracing it due to factors such as cost-
effectiveness, potential reduction in adverse effects, and the 
freedom to exercise choice in treatment modalities [4]. 

Traditional medicine has gained significant prominence in 
the Philippines, particularly in rural areas, where the high cost 
of conventional drugs is often beyond the means of the low-
income population, despite legislative efforts such as the 
Generic Act of 1988 and the Cheaper Medicine Act of 2008 
aimed at reducing medication expenses [5]. The Department 
of Health in 1992 officially identified ten medicinal plants, 
including Sambong, Akapulco, Niyog-niyogan, Bawang, 
Tsaang gubat, Ampalaya, Yerba Buena, Lagundi, Bayabas, 
and Ulasimang bato, which have undergone scientific 
validation. Nevertheless, Filipinos' repertoire of medicinal 
plants extends beyond these ten, as numerous other plants, 
lacking clinical trials, persist in popularity within the 
Philippines [6]. Implementing imaging devices capable of 
identifying herbal medicinal plants through image capture 
offers a promising avenue for conducting comprehensive and 
efficient studies on these botanical species.  

The contemporary trend of employing advanced 
technology for real-time plant identification has gained 
substantial popularity. This technology encompasses a range 
of methods, including machine learning, image processing, 
support vector machines, and neural networks. Recent studies 
have primarily focused on the leaf component of plants, 
specifically exploring the vein characteristics. Leaf veins 
possess quantifiable attributes, such as the hierarchical 
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arrangement of minor and major veins, the reticulate mesh 
formed by these veins, vein lineages, vein density (length of 
veins per unit area), vein topology, and vein tapering [7]. The 
discernible attributes associated with leaf characteristics 
render them highly distinguishable. Moreover, when 
considering various plant components, the leaf is prominently 
utilized for medicinal applications [8]. These innovations have 
the potential to enhance the efficiency of plant identification, 
particularly in the realm of research and development for new 
pharmaceuticals. 

A Convolutional Neural Network (CNN) is a deep learning 
model, it mimics how the human brain works and is 
exceptionally known for object detection [9]. Here's a simple 
explanation: imagine you're crossing the street, and you see a 
car. Your eyes capture the vehicle's image, and your brain 
identifies it as a car. Similarly, CNN uses convolutions and 
pooling layers to develop its algorithm [10], [11]. A 
Convolutional Neural Network (CNN) comprises key 
components, namely the Convolution Layer responsible for 
initial input processing, the Pooling Layer that reduces input 
size to focus on important features, and the Fully Connected 
Layer which utilizes learned knowledge to accurately identify 
objects.  [12]. Like our eyes and brain working together, CNN 
captures, trains, analyses, and predicts images based on 
familiar datasets [13]. The convolutions within the neural 
network allow for broader dataset training, increasing the 
coverage of each pixel in a photo [14]. This deep learning 
algorithm has proven reliable, as it effectively extracts 
features from input images and provides high accuracy in 
classification [15], [16]. However, the performance of the 
CNN model may depend on the distinct features it is trained 
on, so more data training is crucial to achieving higher 
accuracy rates [17]. Various studies implementing CNN on a 
Raspberry Pi have achieved impressive accuracy rates, such 
as 91.7% for abaca disease detection [18], 92% for medicinal 
mushroom identification [19], and up to 93% for corn leaf 
disease detection [20]. Raspberry Pi is a powerful 
microcomputer that is highly compatible with CNN models.  

While CNN can extract features from identified images, it 
is advisable to incorporate a feature extractor when developing 
an image processing-based identification system for enhanced 
reliability and accuracy. One dependable feature extraction 
technique is the Histogram of Oriented Gradients (HOG), 
although its effectiveness depends on the specific subject 
being identified. In this approach, an image is represented by 
a collection of histograms that capture local information. 
Gradient orientations are accumulated within small spatial 
regions known as cells, and the concatenation of these 1-D 
histograms produces a feature vector [21]. The HOG 
descriptor operates by computing gradients (magnitude and 
angle), performing orientation binning based on the gradient 
angle, and then normalizing the image to obtain a feature 
description [22]. Integrating this feature extraction technique 
into the image identification system can help reduce 
misclassification rates. 

This paper aims to achieve the following objectives: (1) 
Designing and developing a device that captures high-quality 
plant images, employs image processing techniques, HOG 
Feature Extraction, and Convolutional Neural Network for the 
identification of medicinal plants and their associated medical 
purposes. (2) Training a dedicated dataset for the herbal 

medicinal plants utilized in this study. (3) Conducting an 
evaluation of the developed device and system. 

This paper specifically focuses on the leaf vein feature and 
examines five herbal medicinal plants: Banaba 
(Lagerstroemia speciosa), known for its applications in 
hypertension and diabetes treatment [23]; Bayabas (Psidium 
guajava), widely recognized for its antiseptic properties [24]; 
Bignay (Antidesma bunius), commonly used to address 
urinary tract infections (UTIs) and regulate blood pressure 
(UTI) and controls blood pressure [25]; Sambong (Blumea 
balsamifera), extensively utilized for UTIs, kidney stones, and 
hypertension management [26]; and Serpentina 
(Andrographis paniculata), traditionally employed for 
cardiovascular health, immune system enhancement, and 
hypertension treatment [27]. The study's findings will hold 
significance for researchers, particularly in the fields of botany 
and pharmaceutical drug development, as the introduction of 
such a device will streamline the manual identification process 
of plants and their respective purposes. 

II. METHODOLOGY 
In this study, the researchers utilized the iterative waterfall 

methodology to systematically progress through each linear 
sequential phase, ensuring a comprehensive completion of the 
research and, simultaneously, iterating the steps without the 
need to finish the cycle first. 

 
Fig. 1 Research Methodology 

The research began by reviewing previous works which 
popularly used deep learning as it is one of the most common 
techniques, especially in object identification [28]. Previous 
studies have explored diverse machine learning techniques, 
such as Multiclass Support Vector Machines (MSVM), 
incorporating feature extraction methods involving 
morphological, vein, and texture features of leaf images. By 
utilizing the FLAVIA dataset, these researchers attained 
recognition rates ranging from 71.25% to 93.3% [29]. 
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Similarly, in 2018, another group of researchers followed a 
similar approach. Utilizing Scale-Invariant Feature Transform 
(SIFT) along with Support Vector Machine (SVM), the 
researchers employed image pre-processing and feature 
extraction techniques, yielding an accuracy rate of 84.29% 
[30]. The application of SVM is beneficial, especially for 
producing fast results with low storage requirements and 
improving classification performance [31]. In the domain of 
object identification, it is customary to perform pre-processing 
on the input image to improve the ease and accuracy of 
identification. Subsequently, feature extraction techniques are 
often utilized to remove irrelevant features from the input, 
followed by the application of a deep learning technique for 
object identification. Yet, among all the methods, 
Convolutional Neural Network (CNN) appears to yield the 
highest accuracy, ranging from 88.68% to 95% [32], [33]. 

The researcher used the HOG Feature Extractor and CNN 
for plant identification based on gathered information and 
developed a prototype starting with the image-capturing 
feature to acquire pictures for the dataset. Hardware 
development followed, and once integrated, the system was 
tested and adjusted if necessary. After addressing all issues, 
data were gathered and interpreted using the confusion matrix. 
Finally, the researcher arrived at conclusions and provided 
recommendations for future studies. 

A. Conceptual Framework  
Figure 2 depicts the interconnectedness of input, process, 

and output, providing a cohesive understanding of the 
experimentation's conclusion. 

 

 
Fig. 2 Conceptual Framework Diagram 

The captured leaf image serves as the input, which 
undergoes image pre-processing and feature extraction. This 
enables the CNN model to match and identify the plant leaf 
using trained data. The expected output includes the identified 
name of the herbal plant, which is displayed on the LCD 
screen, along with information about its medical use. 

B. Hardware Block Diagram 
Figure 3 portrays a block diagram that illustrates the 

arrangement of the hardware components. 

 
Fig. 3 Hardware Block Diagram 

The brain of the system is the Raspberry Pi 4 Model B (RPI 
4-B), which is powered by any power source. The LED bulb 
can be connected to any power source for illumination. The 
RPI 4-B is linked to a web camera responsible for capturing 
leaf images. Additionally, a 7" Touchscreen LCD is connected 
to and powered by the RPI 4-B, providing a user interface for 
capturing photos and displaying the system's output, including 
the herbal medicinal name, its scientific name, and the 
medicinal purpose of the plant. 

C. Software Development 
The main system flowchart, shown in Figure 4, explains 

the internal processes of the software system for plant 
identification. 

 
Fig. 4 Main System Flowchart 

The image capture serves as the initial input for the system, 
undergoing pre-processing steps such as resizing, 
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normalization, binary conversion, and image segmentation to 
ensure compatibility with the trained CNN model. The HOG 
algorithm is then employed to extract essential patterns and 
generate a feature vector from the pre-processed image. This 
vector is fed into the loaded CNN model, which applies its 
learned computations to produce predictions based on the 
trained patterns. The final output of the system includes the 
herbal medicinal name, scientific name, and medicinal 
purpose associated with the identified leaf. 
D. Data Training 

In accordance with the research methodology, prior to data 
collection, the researcher conducted training on datasets 
specific to the five herbal medicinal plants employed in the 
study, as illustrated in Figure 5. 

 
Fig. 5 Dataset of the Five Herbal Medicinal Plants (from left to right: 
Banaba, Bignay, Bayabas, Sambong, and Serepentina, respectively) 

A minimum of 100 images were collected for each herbal 
medicinal plant. Subsequently, all the captured photographs 
were utilized for training and loaded into the CNN model. 

E. Hardware Setup 
Figure 6 showcases the Graphic User Interface (GUI), 

while Figure 7 provides a depiction of the Experimental Setup. 

 
Fig. 6 Graphic User Interface 

The GUI serves as the key for users to navigate the system. 
Here are the key components: (1) Status Indicator. This 
component provides visual feedback during different system 
states. When the system is idle, it displays output lines as 
shown in Figure 6. During the leaf analysis process, it displays 
"Analyzing." Once the process is completed, it shows "Done." 
(2) Real-time Camera Feed and Processed Image. This 
section displays the live feed from the camera and, at the end 
of the process, the pre-processed and analyzed image. (3) 
Analyze Button. Clicking this button initiates the image 
capture and analysis process. The user can also click the 
button to clear the display shown in section 2. Sections 4, 5, 

and 6 present the identified Herbal Medicinal Plant Name, 
Scientific Name, and Medicinal Purpose, respectively, after 
the completion of the identification process. 

 
(a)                              (b)                           (c) 

Fig. 7 Experimental Setup 

The setup depicted in Figure 7-a consists of two main parts. 
The top part houses most of the components, including the RPI 
4-b, web camera, and LCD touchscreen. When the lid of the 
top part is opened (Figure 7-b), the RPI 4-b becomes visible. 
The LCD touchscreen is readily visible for easy user 
navigation (Figure 7-c). The lower part of the system contains 
the light source positioned beneath the input platform. 
Additionally, there is a glass platform where the input, such as 
plant leaves, is placed for image capturing. Positioning the 
light beneath the leaf enhanced the clarity of the captured leaf 
vein. 

III. RESULT AND DISCUSSION 
The researcher performed a total of 175 trials, consisting of 

25 trials for each of the five herbal medicinal plants and 25 
trials as well for the two untrained plants.  

 
(a)                                  (b)                                       (c) 

Fig. 8 Captured Banaba Leaf Image 

A comparison between the captured image in Figure 8-a 
and the resulting image in Figure 8-c reveals distinct 
variations in appearance, primarily in color. Figure 8-c 
represents the pre-processed output, with the enclosed 
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rectangle indicating the resized area that contains the specific 
details extracted using HOG, as illustrated in Figure 8-b. 

TABLE I 
Trials Gathered Data 

Actual Result 
  Banaba Bayabas Bignay Sambong           Serpentina Plant 

A 
Plant 

B        Predicted R
esult 

Banaba 25 0 2 0 0 0     0 

Bayabas 0 25 0 0 0 0     0 

Bignay 0 0 20 0 0 0     1 

Sambong 0 0 0 25 0 0     0 

Serpentina 0 0 0 0  25 2     0 

 Unidentified 0 0 3 0 0  23     24 
 
The gathered data from the trials is presented in Table I. 

The findings reveal that Bignay data showed two cases of false 
positive results, incorrectly identified as Banaba in both trials. 
In addition to three false negative results occurred for Bignay 
as well. Surprisingly, Plants A and B, expected to output 
"unidentified," produced false positive results. Plant A 
incorrectly identified Serpentina in two trials, while Plant B 
identified Bignay once. 

TABLE II 
Summary of Results 

 
True Positive True Negative 

False Positive 120 5  

False Negative 3 47 

 
Table II presents a summary of the results, indicating that 

the True Positive (TP) value was 120, slightly below the 
expected value of 125, resulting in a False Positive (FP) value 
of 5. Furthermore, the True Negative (TN) value was 47, 
slightly lower than the expected value of 50, leading to a False 
Negative (FN) value of 3. To determine the performance and 
effectiveness of the system, the accuracy and misclassification 
rate are computed using the formula derived from the 
confusion matrix. The accuracy rate is obtained by applying 
the following calculation: 

 
The accuracy rate represents the percentage of correct 

predictions obtained from the conducted trials. Based on the 
results of the trials, the accuracy rate is determined to be 95% 
using Equation 1. 

 

 
The misclassification rate refers to the percentage of 

incorrect predictions made for the actual positive and negative 
outputs. By analyzing the outputs presented in Table II and 
applying Equation 2, the misclassification rate is determined 
to be 5%. 

IV. CONCLUSION  
Through the study, extensive enhancements and integration 

of existing approaches for plant identification using the leaf 
vein feature were conducted, resulting in a notable accuracy 
rate of 95%. The research objectives were successfully 
achieved, beginning with the development of a device capable 
of effectively identifying herbal medicinal plants. This 
entailed employing image pre-processing techniques, HOG 
feature extraction, and CNN algorithms to precisely locate the 
leaf. Furthermore, a comprehensive dataset was curated 
specifically for the five herbal medicinal plants examined in 
the study: Banaba, Bayabas, Bignay, Sambong, and 
Serpentina. These curated data significantly contributed to 
more accurate outcomes. Lastly, by utilizing the developed 
device, the researchers were able to comprehensively analyze 
and interpret the gathered data, attributing the higher accuracy 
rate to the placement of the LED bulb beneath the leaf, which 
enhanced image definition while minimizing noise compared 
to placing it above the input image. 

V. FUTURE WORKS 
To enhance the system further, the researcher suggests 

incorporating a web camera with autofocus capability to 
reduce manual adjustments by the user. Additionally, 
implementing multi-threading processes could expedite 
recognition speed. Future researchers may also explore 
optimization techniques to further improve system efficiency. 
To achieve higher accuracy, expanding the training dataset is 
recommended. Considering that this study solely concentrated 
on leaf vein features, future investigations could explore other 
leaf characteristics or different plant parts. Such exploration 
may contribute to the development of drugs harnessing the 
potential of herbal medicinal plants. 

REFERENCES  
[1] H. Yuan, Q. Ma, L. Ye, and G. Piao, “The Traditional Medicine and 

Modern Medicine from Natural Products,” Molecules, vol. 21, no. 5, 
p. 559, Apr. 2016, doi: 10.3390/molecules21050559. 

[2] S.-Y. Pan et al., “Historical perspective of traditional indigenous 
medical practices: the current renaissance and conservation of herbal 
resources.,” Evid Based Complement Alternat Med, vol. 2014, p. 
525340, 2014, doi: 10.1155/2014/525340. 

[3] S. Wachtel-Galor and I. F. F. Benzie, Herbal Medicine: An 
Introduction to Its History, Usage, Regulation, Current Trends, and 
Research Needs. 2011. [Online]. Available: 
http://www.ncbi.nlm.nih.gov/pubmed/19754380 

[4] S. Sam, “Importance and effectiveness of herbal medicines,” ~ 354 ~ 
Journal of Pharmacognosy and Phytochemistry, vol. 8, no. 2, 2019. 

[5] C. C. Maramba-Lazarte, “Benefits of Mainstreaming Herbal 
Medicine in the Philippine Healthcare System,” Acta Med Philipp, 
vol. 54, no. 1, Feb. 2020, doi: 10.47895/amp.v54i1.1078. 

[6] H. Ivanz and A. Boy, “Recommended Medicinal Plants as Source of 
Natural Products: A Review,” 2018. [Online]. Available: 
http://dcmhi.com.cn 

[7] L. Sack and C. Scoffoni, “Leaf venation: structure, function, 
development, evolution, ecology and applications in the past, present 
and future,” New Phytologist, vol. 198, no. 4, pp. 983–1000, Jun. 
2013, doi: 10.1111/nph.12253. 

[8] A. Gopal, “Leaf Identification for the Extraction of Medicinal 
Qualities Using Image Processing Algorithm.” 

[9] M. V. C. Caya, M. E. C. Caringal, and K. A. C. Manuel, “Tongue 
Biometrics Extraction Based on YOLO Algorithm and CNN 
Inception,” in 2021 IEEE 13th International Conference on 
Humanoid, Nanotechnology, Information Technology, 
Communication and Control, Environment, and Management, 
HNICEM 2021, Institute of Electrical and Electronics Engineers Inc., 
2021. doi: 10.1109/HNICEM54116.2021.9732037. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
	𝑥100 

𝑀𝑖𝑠𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 =
𝐹𝑃 + 𝐹𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
	𝑥100 

(1) 

(2) 

979-8-3503-0219-6/23/$31.00 ©2023 IEEE 1049



[10] D. Ramesh Reddy, K. Naga Santhosh, and P. Kodali, “Convolutional 
Neural Networks for the Intuitive Identification of Plant Diseases,” in 
5th International Conference on Inventive Computation 
Technologies, ICICT 2022 - Proceedings, Institute of Electrical and 
Electronics Engineers Inc., 2022. doi: 
10.1109/ICICT54344.2022.9850695. 

[11] A. Yumang, G. Magwili, S. K. C. Montoya, and C. J. G. Zaldarriaga, 
“Determination of Shelled Corn Damages using Colored Image Edge 
Detection with Convolutional Neural Network,” in 2020 IEEE 12th 
International Conference on Humanoid, Nanotechnology, 
Information Technology, Communication and Control, Environment, 
and Management, HNICEM 2020, Institute of Electrical and 
Electronics Engineers Inc., Dec. 2020. doi: 
10.1109/HNICEM51456.2020.9400023. 

[12] J. N. Uy and J. F. Villaverde, “A Durian Variety Identifier Using 
Canny Edge and CNN,” in 2021 7th International Conference on 
Control Science and Systems Engineering, ICCSSE 2021, Institute of 
Electrical and Electronics Engineers Inc., Jul. 2021, pp. 293–297. doi: 
10.1109/ICCSSE52761.2021.9545195. 

[13] R. Rattan and J. O. Shiney, “Comparison and Analysis of CNN Based 
Algorithms for Plant Disease Identification,” in 2023 Advanced 
Computing and Communication Technologies for High Performance 
Applications (ACCTHPA), IEEE, Jan. 2023, pp. 1–6. doi: 
10.1109/ACCTHPA57160.2023.10083342. 

[14] J. Hong and M. V. C. Caya, “Development of an Abaca Fiber 
Automated Grading System Using Computer Vision and Deep 
Convolutional Neural Network,” in IEEE Region 10 Annual 
International Conference, Proceedings/TENCON, Institute of 
Electrical and Electronics Engineers Inc., 2021, pp. 99–104. doi: 
10.1109/TENCON54134.2021.9707255. 

[15] M. M. V. Senanayake and N. M. T. De Silva, “Identifying Medicinal 
Plants and Their Fungal Diseases,” in 6th SLAAI - International 
Conference on Artificial Intelligence, SLAAI-ICAI-2022, Institute of 
Electrical and Electronics Engineers Inc., 2022. doi: 10.1109/SLAAI-
ICAI56923.2022.10002624. 

[16] H. Kim, J. Kim, and H. Jung, “Convolutional neural network based 
image processing system,” Journal of Information and 
Communication Convergence Engineering, vol. 16, no. 3, pp. 160–
165, 2018, doi: 10.6109/jicce.2018.16.3.160. 

[17] A. N. Yumang, C. J. N. Samilin, and J. C. P. Sinlao, “Detection of 
Anthracnose on Mango Tree Leaf Using Convolutional Neural 
Network,” in 2023 15th International Conference on Computer and 
Automation Engineering (ICCAE), IEEE, Mar. 2023, pp. 220–224. 
doi: 10.1109/ICCAE56788.2023.10111489. 

[18] L. T. Buenconsejo and N. B. Linsangan, “Detection and Identification 
of Abaca Diseases using a Convolutional Neural Network CNN,” in 
IEEE Region 10 Annual International Conference, 
Proceedings/TENCON, Institute of Electrical and Electronics 
Engineers Inc., 2021, pp. 94–98. doi: 
10.1109/TENCON54134.2021.9707337. 

[19] M. J. Y. Sutayco and M. V. C. Caya, “Identification of Medicinal 
Mushrooms using Computer Vision and Convolutional Neural 
Network,” in Proceeding - ELTICOM 2022: 6th International 
Conference on Electrical, Telecommunication and Computer 
Engineering 2022, Institute of Electrical and Electronics Engineers 
Inc., 2022, pp. 167–171. doi: 
10.1109/ELTICOM57747.2022.10038007. 

[20] D. A. Padilla, R. A. I. Pajes, and J. T. De Guzman, “Detection of 
Corn Leaf Diseases Using Convolutional Neural Network with 
OpenMP Implementation,” in 2020 IEEE 12th International 
Conference on Humanoid, Nanotechnology, Information Technology, 
Communication and Control, Environment, and Management, 
HNICEM 2020, Institute of Electrical and Electronics Engineers Inc., 
Dec. 2020. doi: 10.1109/HNICEM51456.2020.9400004. 

[21] M. Aminul Islam, M. Sayeed Iftekhar Yousuf, and M. M. Billah, 
“Automatic Plant Detection Using HOG and LBP Features With 
SVM,” International Journal of Computer, [Online]. Available: 
http://ijcjournal.org/ 

[22] L. Zhang, W. Zhou, J. Li, J. Li, and X. Lou, “Histogram of Oriented 
Gradients Feature Extraction without Normalization,” in Proceedings 
of 2020 IEEE Asia Pacific Conference on Circuits and Systems, 
APCCAS 2020, Institute of Electrical and Electronics Engineers Inc., 
Dec. 2020, pp. 252–255. doi: 10.1109/APCCAS50809.2020.9301715. 

[23] T. Miura, S. Takagi, and T. Ishida, “Management of Diabetes and Its 
Complications with Banaba ( Lagerstroemia speciosa L.) and 
Corosolic Acid,” Evidence-Based Complementary and Alternative 
Medicine, vol. 2012, pp. 1–8, 2012, doi: 10.1155/2012/871495. 

[24] S. Naseer, S. Hussain, N. Naeem, M. Pervaiz, and M. Rahman, “The 
phytochemistry and medicinal value of Psidium guajava (guava),” 
Clinical Phytoscience, vol. 4, no. 1, p. 32, Dec. 2018, doi: 
10.1186/s40816-018-0093-8. 

[25] M. Shariful Islam, M. Sharif Ahammed, F. Islam Sukorno, S. 
Ferdowsy Koly, M. Morad Biswas, and S. Hossain, “A review on 
phytochemical and pharmacological potentials of Antidesma bunius,” 
J Anal Pharm Res, vol. 7, no. 5, Oct. 2018, doi: 
10.15406/japlr.2018.07.00289. 

[26] Y. Pang et al., “Blumea balsamifera—A Phytochemical and 
Pharmacological Review,” Molecules, vol. 19, no. 7, pp. 9453–9477, 
Jul. 2014, doi: 10.3390/molecules19079453. 

[27] A. Okhuarobo, J. Ehizogie Falodun, O. Erharuyi, V. Imieje, A. 
Falodun, and P. Langer, “Harnessing the medicinal properties of 
Andrographis paniculata for diseases and beyond: a review of its 
phytochemistry and pharmacology,” Asian Pac J Trop Dis, vol. 4, no. 
3, pp. 213–222, Jun. 2014, doi: 10.1016/S2222-1808(14)60509-0. 

[28] R. M. Richard and J. V. Taylar, “Cyber-Physical System Framework 
for Cerebrovascular Accidents using Machine Learning Algorithm,” 
in 2022 International Conference on ICT for Smart Society (ICISS), 
IEEE, Aug. 2022, pp. 01–08. doi: 
10.1109/ICISS55894.2022.9915228. 

[29] P. Nijalingappa and V. J. Madhumathi, “Plant identification system 
using its leaf features,” in Proceedings of the 2015 International 
Conference on Applied and Theoretical Computing and 
Communication Technology, iCATccT 2015, Institute of Electrical 
and Electronics Engineers Inc., Apr. 2016, pp. 338–343. doi: 
10.1109/ICATCCT.2015.7456906. 

[30] J. D. S. Selda, R. M. R. Ellera, L. C. Cajayon, and N. B. Linsangan, 
“Plant Identification by Image Processing of Leaf Veins,” in 
Proceedings of the International Conference on Imaging, Signal 
Processing and Communication, New York, NY, USA: ACM, Jul. 
2017, pp. 40–44. doi: 10.1145/3132300.3132315. 

[31] G. D. Priya, “Machine Learning for Plant Species Classification using 
Leaf Vein Morphometric.” [Online]. Available: www.ijert.org 

[32] N. B. Linsangan and R. S. Pangantihon, “FPGA-Based Plant 
Identification Through Leaf Veins,” in Proceedings of the 2018 5th 
International Conference on Biomedical and Bioinformatics 
Engineering, New York, NY, USA: ACM, Nov. 2018, pp. 100–104. 
doi: 10.1145/3301879.3301905. 

[33] B. R. Pushpa and P. Lakshmi, “Deep Learning Model for Plant 
Species Classification Using Leaf Vein Features,” in Proceedings - 
International Conference on Augmented Intelligence and Sustainable 
Systems, ICAISS 2022, Institute of Electrical and Electronics 
Engineers Inc., 2022, pp. 238–243. doi: 
10.1109/ICAISS55157.2022.10011101. 

  
 
 

979-8-3503-0219-6/23/$31.00 ©2023 IEEE 1050


