
  

  

Abstract— Research findings have unveiled that facial 
expressions possess the ability to convey a variety of intense 
emotions. Hence, in this study, a deep-learning based approach, 
2-Dimensional Convolutional Neural Network (2D CNN) for 
facial emotion recognition is proposed. The proposed network is 
running at least 47.28 times lesser number of parameters at 
542,136, compared to the state-of-the-art (SOTA) network from 
RAVDESS dataset. The saving from reduced parameters is 
expected to translate into faster execution in real time. The 
proposed network scored accuracy of 92% and 94% that 
outperformed majority of the SOTA networks trained on 
RAVDESS and SAVEE dataset respectively, except one LSTM 
network from RAVDESS dataset that scored 98.90% in accuracy 
but with 116.5x higher number of parameters. 
 

Clinical Relevance— Highly accurate predictions from 
proposed lightweight architecture might aid the accessibility of 
lower computational power device to emotion recognition. 

I. INTRODUCTION 

Facial expressions are often more intuitive in human daily 
interactions as they are a more direct reflection of emotion, if 
compared to body language. In general, emotion recognition 
by facial expressions involves either 2D face image or 3D 
video sequence with convolutional neural network (CNN) of 
different dimensions. In recent years, it is increasingly 
common to see high performance reported in various studies. 
Li et al. [1] reports an accuracy of 97.38% and 97.18% using 
CohnKanade (CK+) and Japanese female Facial Expression 
(JAFFE) dataset, respectively, trained on a simple 2D CNN 
consists of only two convolution layers. Work done by Li and 
Lima [2] recognizes emotion from facial expression at an 
accuracy of 95.39% using deep-CNN (DCNN) model 
ResNet50. Another research by Akhand et al. [3] delineated 
emotion at an accuracy of 96.51% and 99.52% with Karolinska 
Directed Emotional Faces (KDEF) and JAFFE dataset, 
respectively, using DCNN model DenseNet161. 

Minaee et al. [4] proposed attentional convolutional neural 
network to perform emotion recognition and achieved 99.3% 
of accuracy using Facial Expression Research Group Database 
(FERG) dataset. Studies with high performance 2D CNN are 
well established, however, the efficiency of such a model is 
seldom being investigated. The main differences among the 
literature are that (a) some implemented face cropping and 
rotation strategy [1], (b) some performed background removal 
and face vector extraction [5], and (c) some adopted transfer 
learning with DCNN [3], [4]. The 3D CNNs also have similar 
high performance. For instance, Jeong [6] reported an accuracy 
of 99.21% using CK+ dataset and Lee [7] reported accuracy of 
97.9% using BigFaceX dataset. However, CNN’s input is 
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dimensional-dependent, and it linearly increases with the 
computational cost for forward propagations, as well as the 
complexity. To keep the computational cost at its minimal, 
lightweight CNN is generally preferable, regardless of its input 
dimension, specifically for less complex problems [8]. A 
lightweight CNN typically comprised a lesser convolution 
layer count and ability to produce shallow feature map through 
each successive convolutions, resulting in less complex model 
[9]. Reduction in model complexity also refers to fewer 
number of parameters, hence lower computations required 
[10]. Faster execution is concurrently achieved through the 
minimization of model complexity [11]. By leveraging fewer 
number of parameters, lightweight CNNs can swiftly perform 
inference for predictions. 

In facial emotional recognition, the datasets that comes 
with video sequences demands extra computational cost if 
every single frame is considered, which might also be inclusive 
of redundant frames (e.g., frames that does not have any facial 
representation). Thus, in addition to computational cost, 
extraction of face images is also needed to produce an input for 
the model, specifically for 2D CNN model. That can be 
realized through facial landmark detection algorithms [12]. 
Essentially, there are three commonly used facial landmark 
detection algorithms in Python, which are: 1) OpenFace that 
works with real time data video and performs facial landmark 
recognition simultaneously [13]. Other than that, this tool can 
estimate the head posture, recognize the facial action unit and 
capable of performing eye-gaze estimation for the face; 2) dlib 
that can be used for both facial detection and facial landmark 
detection [14]; 3) OpenCV that is an open-source library for 
image and video analysis that can be used for task related to 
facial detection and facial analysis [15]. According to [16], 
[17], the performance of OpenCV is better than dlib (shorter 
recognition time). When a face is detected, the coordinates of 
the facial landmark can be obtained and the positions of 68 
points in human face can be predicted. 

In this work, facial emotion recognition using deep 
learning-based approach using a tailored made 2D CNN layers 
is proposed. The prime objective is to produce a lightweight 
convolutional neural network while retaining the highest 
performance it possibly could. The proposed architecture is 
trained and validated with Multi-view Emotional Audio-
Visual Dataset (MEAD), Ryerson Audio-Visual Database of 
Emotional Speech and Song (RAVDESS) and Surrey Audio-
Visual Expressed Emotion (SAVEE) dataset. The remaining 
part of this paper is structured as follows: Section II describes 
the methodology; section III discusses the result and is 
concluded in section IV. 
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II. METHODOLOGY 

The proposed methodology is described in Fig. 1. Firstly, the 
stream of video was pre-processed with frame extraction to 
dissect the stream of video into an image sequence (frames). 
Then, the extracted frames were pre-processed with a face 
detection algorithm and were further cropped to retain only 
the subject’s face. The cropped images were then used as an 
input to the 2D CNN for the prediction. 

A. Dataset 
A total of three publicly available datasets were utilized in 

this study. The first dataset is the MEAD (total 168576 images) 
from [18] where the dataset consists of eight different 
sentiments (angry, disgust, contempt, fear, happy, sad, 
surprised, and neutral) at three different intensity levels each, 
except for neutral, with seven different viewing angles in a 
strictly controlled environment. The second dataset is the 
RAVDESS (total 17250 images) [19]. The dataset provides 
eight emotions (neutral, calm, happy, sad, angry, fearful, 
disgust and surprised) at two intensity level of 24 professional 
actors (12 females and 12 males). The assigned task is 
vocalizing two lexically matched statement in a neutral North 
American accent. The third and last dataset is the SAVEE 
(total 2880 images) [20] that comes with seven emotions 
(anger, disgust, fear, happiness, sadness, surprise and neutral) 
but only at one intensity level. Participants were required to 
perform recording based on 15 TIMIT sentences for each 
emotion as stimulant.  

B. Pre-processing 
The frame sequence was extracted from the video stream 

by taking the frame rate or frame per second (fps) into account. 
However, extracting all images for analysis would require 
higher computation resources. Therefore, only six frames were 
extracted from each video sequence [21]. After extracting the 
images, face detection and segmentation were applied. The 
dlib was used for facial detection and image cropping. The 
images undergone RGB-to-grayscale conversion before being 
scaled to the required input size of designed architecture, 
which is at 180 × 180. 

C. 2D CNN for classification 
After pre-processing, the images were fed into 2D CNN to 

perform classification. The classification of the data was based 
on the naming of the image file, which is based on the emotion 
type. Fig. 2 shows the proposed architecture. The facial images 
went through multiple Rectified Linear Unit (ReLU) activated 
convolutions, with pooling and dropout layers sandwiched in 
between. The convolutions have same size of filters at 3 × 3, 
which aims to capture more information about the low-level 
features of the image (e.g., edges, angles) at first convolution. 
Then, every convolution was followed by max pooling that 
shrunk the feature map every succession. By retaining the filter 
size at second and third convolutions, it is assumed that the 
model focuses only some parts of the face. Though, the number 
of filters is quadruple from the initial convolution to capture as 
many combinations of pattern as possible, for that focused part. 

  
Fig. 1. Proposed methodology for emotion prediction using facial images. 

Fig. 2. Proposed 2D CNN architecture consisting of three convolution layers with each followed by successions of max pooling layer. 
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The complete feature map was then flattened so that it could 
weigh into fully connected layers and classified by the 
SoftMax activation function. 

D. Model training and performance evaluation 
Each of the datasets was split into a training and testing set 

based on 80/20 rule where 80% of the data is used for training 
and 20% of the data is used for testing. Performance evaluation 
of the model was based on the accuracy and loss graph. 
Additionally, F1-score is calculated to provide a summary of 
the model’s generalizability. It is generally expressed as (1). 

 𝐹𝐹1 − 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 2 ∗ 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅∗𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅+𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃

 (1) 

III. RESULTS 

The hardware utilized for the experiments were 12th Gen 
Intel® Core™ i5-12500H CPU (~2.50 GHz), NVIDIA 
GeForce RTX3060 Laptop GPU (3840 CUDA cores) and 
32GB of DDR5 RAM operating at 4800MHz. Concurrently, 
the implementation of models was performed using Python 
version 3.9.12 with Anaconda distribution, specifically conda 
version 4.12.0. Fig. 3 and 4 show the accuracy and loss graphs 
of the model’s training and testing for MEAD and RAVDESS, 
respectively. Meanwhile, Fig. 5 and 6 are the graphs for 
SAVEE dataset before and after tuning the dropout layer and 
L1 regularizer. Based on the depicted graphs, the proposed 
model does not overfit the MEAD dataset, and RAVDESS 
dataset. While for SAVEE, it is obvious that the model suffers 
from overfitting, based on the diverging trend in Fig. 5. 
Overfitting is a common issue in model development where the 
model starts to memorize one group of features and becomes 
exceptionally well in predicting that group. This is an 

unwanted outcome as the model would provide a poor 
generalization for new data outside of the training set.  

To resolve the overfitting problem, the dropout layers were 
further fine-tuned to find the ‘sweet spot’ and L1 regularizer 
was added into the fully connected layer to decay higher 
weights and penalize the model for larger weights. The 
percentage of randomized dropout nodes was modified for the 
last two dropout layers, from 0.3 to 0.5, indicating more nodes 
were being dropped out before the feature map is forward 
propagated. The outcome of the training and testing is plotted 
in Fig. 6, and it shows that the model successfully converged 
after the modification. Improvement in overfitting after 
modification infers that high number of filters of last two 
convolution layers is potentially capturing repeating patterns 
from the feature map, causing the model to memorize some of 
the patterns for a particular group.  

The proposed model reported a score of 97% and 97% for 
MEAD, 92% and 92% for RAVDESS, 94% and 92% for 
SAVEE (after modification), in accuracy and F1-score, 
respectively. The confusion matrix for each dataset is shown in 
Fig. 7, Fig 8. and Fig. 9 respectively. The results were further 
compared with other studies that utilized similar dataset, as 
summarized in Table I and II. Based on Table I, the proposed 
model outperformed all the previous literature for RAVDESS 
to the best of our knowledge, except for the LSTM model by 
Ryumina and Karpov [24] that considers only the most 
important distances through thresholding method. From Table 
II, the proposed model did not outperform majority of the 
studies with SAVEE dataset in terms of accuracy, but rather at 
almost same level. But it is still a remarkable performance with 

 
Fig. 3. Model’s training and validation plots using MEAD dataset 

 

 
Fig. 4. Model’s training and validation plots using RAVDESS dataset 

 

 
Fig. 5. Model’s training and validation plots before modification using 
SAVEE dataset 

 
Fig. 6. Model’s training and validation plots after modification using 
SAVEE dataset 
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a much lower number of parameters (67.14 times lesser 
compared to [25]) that could contribute to faster computation 
for lower computation power devices. 

IV. CONCLUSION 
In this paper, we proposed a well-generalized CNN model 

and evaluated its performance by using multiple datasets. As 

expected, the proposed model drained much lesser 
computation power as a smaller number of model parameters 
were recorded, compared to other models from the previous 
literature. Early results suggested that the application of 
dropout layer and L1 regularizers in the proposed architecture 
is one of the main factors that prevented the model from 
overfitting, hence being more generalized and not susceptible 
to previously unseen data. Future studies might need to 
reconsider hyperparameter tuning of the convolution layers to 
achieve an even better performance.  
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