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Abstract—Functional MRI (fMRI) is widely used to examine
brain functionality by detecting alteration in oxygenated blood
flow that arises with brain activity. In this study, complexity-
specific image categorization across different visual datasets
is performed using fMRI time series (TS) to understand
differences in neuronal activities related to vision. Publicly
available BOLD5000 dataset is used for this purpose, containing
fMRI scans while viewing 5254 images of diverse categories,
drawn from three standard computer vision datasets: COCO,
ImageNet and SUN. To understand vision, it is important to
study how brain functions while looking at different images.
To achieve this, spatial encoding of fMRI BOLD TS has been
performed that uses classical Gramian Angular Field (GAF)
and Markov Transition Field (MTF) to obtain 2D BOLD
TS, representing images of COCO, Imagenet and SUN. For
classification, individual GAF and MTF features are fed into
regular CNN. Subsequently, parallel CNN model is employed
that uses combined 2D features for classifying images across
COCO, Imagenet and SUN. The result of 2D CNN models is also
compared with 1D LSTM and Bi-LSTM that utilizes raw fMRI
BOLD signal for classification. It is seen that parallel CNN
model outperforms other network models with an improvement
of 7% for multi-class classification.

Clinical relevance— The obtained result of this analysis
establishes a baseline in studying how differently human brain
functions while looking at images of diverse complexities.

I. INTRODUCTION

Studies on neuronal activities of human brain have in-
creased remarkably in past decades in order to understand
the complex characteristics of human brain underlying cogni-
tion, behavior, and perception. For this, functional Magnetic
Resonance Imaging (fMRI) is widely used that exploits
the changes in magnetic properties of oxygenated and de-
oxygenated blood to measure the fluctuation in neuronal
activities during well-defined tasks or resting-state condition.
During over last two decades several BOLD fMRI studies
have been attempted to highlight changes in the activation
of brain areas and for dysfunctions detection in patients
with neurological and psychiatric disorders. However, studies
on human visual perception has been still limited due to
complex experimental procedures involved in generating
adequate number of good quality fMRI neuro-image data,
representing vision. The release of publicly available dataset
“BOLD5000” [1], that contains fMRI scans of subjects
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acquired while viewing 5254 images, has made it possible to
study the brain dynamics during visual tasks in greater detail.
These images are chosen from three well-known computer
vision datasets: (i) COCO, (ii) ImageNet, and (iii) SUN,
that contain images with diverse complexities for performing
different computer vision related tasks. There are few studies
reported in literature that used BOLD5000 dataset for tasks
like classification of well-separable image classes [2], for
pre-training to predict cognitive fatigue in traumatic brain
injury [3] and for neural encoding [4].

Different from these studies, in the current work, we have
utilized the 1D and 2D representation of BOLD fMRI time
series (TS) data to categorize diverse image complexities
across these visual datasets. The main objective of the study
is to hypothesize the fact that BOLD activities in brain are
different when we look at images having varying complexity,
object-scales and context. To achieve this, 1D fMRI TS is
encoded into its 2D representation using Gramian Angular
Field (GAF) and Markov Transition Field (MTF) in order
to capture the spatial information of BOLD TS. The GAF
and MTF are well-known TS encoding techniques [5], [6],
having its application in different areas like, performing
rolling bearing fault diagnosis and classification using vi-
bration sensor data [7], [8], EEG signal classification [9],
[10], single residential load forecasting [11], manufacturing
quality prediction [12], milling tool condition monitoring
[13], malware classification [14] and fault classification of
marine systems [15].

The main contribution of this work is to investigate the
efficacy of 2D GAF and MTF as obtained from fMRI BOLD
TS of active voxels during visual task, for the purpose of
categorizing visual stimuli of diverse image complexities into
corresponding datasets of Imagenet, COCO and SUN.

II. DATASET DESCRIPTION

The publicly available BOLD5000 dataset is used for
this study [1]. Four right-handed healthy volunteers (M:F
1:3, age: 24-27 years) were selected from Carnegie Mellon
University. FMRI scans are acquired from these participants
while viewing 5254 images of diverse categories. These
images were selected from three classical computer vision
database:
(i) Common objects in context (COCO), which is a standard
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(a) (b) (c)

Fig. 1. Sample images, taken from the three computer vision datasets having
different complexities: (a) COCO (Red box): contains multiple objects and
actions, (b) ImageNet (Green box): contains single-focused object and (c)
SUN (Blue box): contains indoor and outdoor scenes.

benchmark dataset comprising of images of complex indoor
and outdoor scenes. 2000 images from COCO dataset were
used as visual stimuli. The multiple objects in COCO dataset
depict interaction with other objects in realistic context.
(ii) Scene Understanding (SUN) dataset that contains real-
world scene images of indoor/outdoor environment. The set
of 1,000 scene images covering 250 categories were selected
which inclined to be more panoramic, having no focus on
specific object.
(iii) ImageNet dataset, which contains singular-focused ob-
ject in real-world scenes. 1916 images were selected from
ImageNet that mainly focus on a single object. Unlike COCO
and SUN images, the single object in the ImageNet images is
mostly placed at center and occupy a large fraction of image,
so that it is distinguishable clearly from its background. The
sample images from COCO, ImageNet and SUN are shown
in Figure 1.

Each functional session consisted of 9 to 10 runs where in
each run 37 stimuli (images) were presented randomly to the
participants. The fMRI data was acquired using a 3T Siemens
Verio MR scanner using a 32-channel phased array head coil.
Further details on subject demographics, stimuli selection,
fMRI scan acquisition and data pre-processing procedures
can be found in [1].

III. PROPOSED METHODOLOGY

The block schematic of the proposed methodology is
shown in Figure 2. The whole TS is extracted from each
active voxel in each fMRI trail. For categorizing images into
corresponding visual datasets (ImageNet, COCO and SUN),
the whole TS is split into three parts according to the images
viewed by the participants from these three datasets, during
each fMRI trail. These voxel-specific TS are then used to
train neural networks for image categorization across visual
datasets. The codes of this experiment are available at the
following link. 1

A. FMRI Time Series Extraction

In order to extract BOLD fMRI TS, it is necessary to
have the information about active voxels locations in brain
while viewing the images. In our study, the well-known
SPM toolbox is utilized to get active voxel locations from
4D (x,y,z,t) fMRI data. The locations of active voxels are
mostly found within 5 visual ROIs as defined in [1], which

1https://github.com/kancharlavamshi/Spatial-encoding-of-BOLD-fmri-
time-series-for-categorical-static-images-across-visual-dataset

are the parahippocampal place area (PPA), the retrosplenial
complex (RSC), the occipital place area (OPA), Early visual
area (EV) and lateral occipital complex (LOC). Few voxels
which are found to be active in other sub-cortical regions,
labeled as ”others” in this study (Figure 3: left). From each
fMRI trail and for each active voxel, the whole TS which
is the representation of BOLD intensity distribution over
time, was extracted. Further, in order to obtain the image
complexity-specific fMRI TS, the whole TS of length 37
(since, the no. of stimuli = 37, at each trial) is separated
into three parts as shown in Figure 3 (right). Each of these
three TS illustrates the BOLD intensity distribution while
viewing images from COCO (Red), ImageNet (Green) and
SUN (Blue). This voxel-specific TS is detrened and Z-score
normalized before it is fed to deep neural network model.

B. Spatial Encoding of fMRI Time Series Signal

The fMRI TS are converted into its 2D image repre-
sentation using Gramian Angular Field (GAF) and Markov
Transition Field (MTF) [5], [6] in order to produce spatial
features and visual patterns which are not apparent in the 1D
TS, without disturbing the temporal dependency of the fMRI
TS. The mapping of 2D spatial encoding of fMRI TS is done
with expectation that, this may help deep neural networks to
learn more effectively.

1) Gramian Angular Field: Let us consider fMRI time
series as Z = {z1, z2, z3, . . . , zn}. Min-max normalization
is performed on this to scale the values between -1 to 1. The
re-scaled signal is denoted by Z̃, and then Z̃ is encoded to
polar coordinates by the following equation:

ri =
i

n
, ψi = arccos(z̃i);−1 ≤ z̃i ≤ 1, z̃i ∈ Z̃ (1)

Here, ψi represents the angular cosine of z̃i, (i=1,2, ..., n) that
corresponds to the angle in the polar coordinate system and
ri represents the radius of polar coordinate at each timestamp
’i’. As Z̃ ranges in [-1, 1], ψi ranges in angular bounds [0,
π]. Thus, each time instant is encoded into the radius of the
polar coordinates and the changes in amplitude of the signal
are encoded into the angle of the polar coordinates. This
bijective mapping from 1D signal to 2D space is referred as
GAF that ensures no information loss. GAF can generate two
types of images by calculating the sum and difference of ψi

between all pairs of sampling points. These are (i) Gramian
Angular Summation Field (GASF) and (ii) Gramian Angular
Difference Field (GADF). The computation of GASF and
GADF are shown is Equation 2 and 3, respectively.

GASF = [cos(ψi + ψj)]N×N , i, j = 1, 2, ..., N (2)

GADF = [sin(ψi − ψj)]N×N , i, j = 1, 2, ..., N (3)

Thus, in GAF matrix, each element is the cosine of the
summation (GASF) or sine of the difference (GADF) of
pairwise temporal values. The visualization of GASF and
GADF of fMRI TS of COCO, Imagenet and SUN of a
specific active voxel is shown in the first and second row
of Figure 4, respectively.
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Fig. 2. Block schematic of the proposed methodology

Fig. 3. fMRI Time series extraction from active voxel location in brain.
(a) Mapping of the location of voxel activation on fMRI image for a
representative subject. Voxel activation at different visual ROIs (as defined
in [1]) are shown by different colors. (b) it shows the extracted time series
that represents 3 distinct datasets for a specific active voxel (top: COCO,
middle: Imagenet, bottom: SUN).

2) Markov Transition Field: Different from GAF, spa-
tial encoding of 1D TS is obtained using MTF from the
transition probabilities between adjacent pairs of elements
in the 1D data sequence. Let us consider fMRI time series
as Z = {z1, z2, z3, . . . , zn}. First, the values of the time
series is quantize into Q quantile bins, where each value
Zi is mapped to its corresponding qj(j ∈ [1, Q]). Then a
Q×Q weighted adjacency matrix ’W’ is constructed where
each element wij(1 ≤ i, j ≤ Q) in W is the frequency (or
counts) with which a data point in the state qj is followed
by a data point in the state qi. This adjacency matrix ’W’ is
known as Markov transition matrix. It is shown is Equation 4.
After normalization with

∑
j wij = 1, W becomes the MTF

(Equation 5), in which each elememt in this matrix can be

regarded as the probability that a data point in the state qi,
transiting to the state qj (qi → qj). Thus, at each pixel
location, transition probability from the quantile at time step
’i’ to the quantile at time step ’j’ is assigned which actually
encodes multi-step transition probabilities of the TS. This
in-turn captures the transition dynamics of the TS between
different time lags. The visualization of 2D MTF, as obtained
from fMRI TS of COCO, Imagenet and SUN of a specific
active voxel is shown in the last row of Figure 4.

Fig. 4. Illustration of 2D representation of BOLD fMRI TS as obtained us-
ing GAF and MTF across COCO (first column), Imagenet (second column)
and SUN (last column). The rows in the figure denotes 2D representation
of GASF (top row), GADF (second row) and MTF (last row).

W =



w11|P (xt∈q1|xt−1∈q1) · · · w1Q|P (xt∈q1|xt−1∈qQ)

...
. . .

...
wi1|P (xt∈qi|xt−1∈q1) · · · wiQ|P (xt∈qi|xt−1∈qQ)

...
. . .

...
wQ1|P (xt∈qQ|xt−1∈q1) · · · wQQ|P (xt∈qQ|xt−1∈qQ)


(4)
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MTF =



wij|x1∈qi,x1∈qj · · · wij|x1∈qi,xn∈qj)

...
. . .

...
wij|xk∈qi|xk∈qj · · · wij|xk∈qi|xn∈qj

...
. . .

...
wij|xn∈qi|x1∈qj · · · wij|xn∈qi|xn∈qj

 (5)

C. Neural Network Architecture for Classification

Different types of neural network architectural choices for
categorization of images across considered visual datasets
using fMRI TS are described in this section. Along with
single CNN model, parallel CNN model is also employed
to combine 2D spatial features, as obtained from GAF and
MTF. Subsequently, LSTM and Bi-LSTM networks are also
used to obtain 1D temporal features from fMRI TS.

1) Input Representation: In 2D approach, series of 2D
images of size m×m×1×n are generated from each active
voxel-specific fMRI TS, representing COCO, Imagenet and
SUN datasets, using GAF and MTF. This is given as input
to CNN models, where ’n’ refers to the total number of TS
generated (number of active voxels) for a specific subject and
’m’ is the size of 2D images as generated using GAF and
MTF. In 1D approach, the raw fMRI TS of size m× 1× n
is directly fed as input to LSTM/Bi-LSTM model.

2) Single and Parallel CNN Architecture for 2D Rep-
resentation of fMRI Time Series: Convolutional neural
network (CNN) model is used for classification of 2D
representation of fMRI TS, as obtained by GAF and MTF,
into corresponding dataset of COCO, Imagenet and SUN.
Two types of CNN network connections are used in this
work (i) single CNN for classification using GAF and MTF,
individually and (ii) parallel CNN model that combine spatial
features from GASF, GADF and MTF. The single and
parallel CNN network models are shown in Figure 5(B) and
Figure 6, respectively. Single CNN architecture comprises
of a series of two convolutional layer of kernel size 32 and
64 respectively and max-pool layer followed by three dense
layers of size 576 units, 32 units and 8 units. The same
convolutional and max-pooling layers are used in parallel
CNN architecture. The features from max-pool layers as
obtained from three parallel connections are then concate-
nated with dense layer of size 1728. Three dense layers of
size 128, 32, 8 are added further with softmax (for ternary
classification)/sigmoid (for binary classification) activation
function in last layer. In all other layers ’ReLU’ activation
function is utilized.

3) LSTM and Bi-LSTM for 1D fMRI Time Series:
In order to compare the classification performance of 2D
GAF and MTF with 1D fMRI TS signal, Long Short-
Term Memory (LSTM) and Bi-directional LSTM (Bi-LSTM)
neural network models are used. In this case, the 1D fMRI
TS representing COCO, Imagenet and SUN, is fed as input to
LSTM/Bi-LSTM. In both models, two LSTM and Bi-LSTM
layers are used. The input TS is fed to first dense layer of size
32 units. The first LSTM, having size 64 units (for Bi-LSTM,
it is 128 units) is then applied on this dense layer, followed
by a dropout layer (dropout value 0.5) in order to prevent
overfitting. Similar LSTM with 32 units (for Bi-LSTM, it is
64 units) and drop out layer are added further and flattened

which is followed by two dense layers of size 64 units and
32 units respectively. The fourth dense layer of size 3 units
is added at the end for final prediction.’ReLU’ activation
function is used in all dense layers except the last layer
where softmax/sigmoid activation function is applied for final
prediction. The LSTM/Bi-LSTM network architecture are
shown in Figure 5(A)

4) Training: In all deep learning models- CNNs, LSTM
and Bi-LSTM network, binary cross-entropy loss (for binary
classification) and categorical cross-entropy loss (for multi-
class classification) with Adam optimizer is used for training
the neural network models. The learning rate is set to 0.001.
Batch size is kept as 8 for CNNs, whereas in case of
LSTM/Bi-LSTM batch size is kept as 20. Stratified k-fold
(k=10) cross validation is performed. Colab notebooks and
Keras are used to conduct the entire experiment. Colab
provides 16GB of NVIDIA Tesla T4 GPU.

Fig. 5. Architecture of (A) LSTM and (B) CNN model as used in this study.

IV. RESULTS AND DISCUSSION

In order to capture the spatial and temporal information,
2D representation of fMRI TS is obtained using GAF and
MTF. Figure 7 shows the t-distributed stochastic neighbor
embedding (t-SNE) visualization of CNN features across dif-
ferent layers. The t-SNE analysis is commonly used in deep
neural networks for high-dimensional feature visualization in
2D space in order to understand the efficacy of model. The t-
SNE plots clearly depicts the well separability of Imagenet,
COCO and SUN features, as obtained by GAF and MTF.
The performance of classification is tabulated in Table I. In
case of 2D representation of fMRI TS, using 10-fold cross-
validation, the highest accuracy of 94% is obtained for 3-
class classification using parallel CNN, across all subjects.
Using single CNN model, the 3-class classification using
GADF yields 85% accuracy across subjects. This accuracy is
increased to 87% when MTF and GASF features are used. It
is seen that, in case of binary classification, the accuracy is
improved drastically to 99% when classification is performed
with respect to SUN. This could be attributed to the fact
that the images contain in SUN dataset is very distinct in
terms of context and complexity from the images contain
in COCO and ImageNet. However, in classifying Imagenet
and COCO this accuracy is reduced to 88%, which could be
due to the similarities in spatial context between the images
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Fig. 6. Parallel CNN architecture for classification

TABLE I
MEAN CLASSIFICATION ACCURACY AS OBTAINED BY 1D AND 2D FMRI TS FEATURES USING DEEP NEURAL NETWORKS ACROSS ALL SUBJECTS.

Dim. Feature Model 3-class ImageNet ImageNet COCO
Vs. SUN Vs. COCO Vs. SUN

1D Raw LSTM 0.75 0.98 0.63 0.98
fMRI TS Bi-LSTM 0.76 0.99 0.64 0.99

MTF Single 0.87 0.99 0.71 0.99
2D GASF CNN 0.87 0.99 0.84 0.98

GADF 0.85 0.99 0.86 0.99
MTF+GAF Parallel CNN 0.94 0.99 0.88 0.98

Fig. 7. T-SNE visualization of CNN features from flatten to softmax layer
in parallel CNN architecture, showing the well-separability of 2D spatial
features as obtained using GAF and MTF, in order to classify COCO (blue),
Imagenet (green) and SUN (red).

of these two datasets. One example of such spatial context
similarity is shown in Figure 1: the baseball ground image
in COCO and ImageNet that contain similar information,
leading to high probability of misclassification. The result of
GAF and MTF is also compared with classification using 1D
raw fMRI TS data. LSTM and Bi-LSTM models are used
for classification using 1D TS data. Here, although the 2-
class classification results with respect to SUN yield similar
accuracy as seen in case of 2D, the average accuracy of 3-

class is decreased to 18%. Moreover, using 1D TS data the 2-
class classification between Imagenet and COCO gives only
64% accuracy, which is improved drastically by 22% when
2D representation of fMRI TS is utilized for classification.

Vision science, particularly machine vision, has been revo-
lutionized by introducing large-scale image datasets and sta-
tistical learning approaches. However, human neuroimaging
studies of visual perception is still remain the fundamental
open problem. The main motivation of this study is to
investigate - does our brain function differently when we look
at an image of a lion versus a mountain with different scales
and complexities? There are very limited literature available
that have addressed this issue. Using fMRI TS, it is possible
to quantify the differences in brain activity in response to the
visual stimuli, conveying different information. The publicly
available “BOLD5000” dataset [1], containing fMRI images,
acquired during visual tasks, provides a great opportunity to
understand differences in brain functional activities related
to vision. The objective of this study is to classify the visual
stimuli having diverse image complexities into corresponding
visual datasets of Imagenet, COCO and SUN using fMRI
TS. It is evident that the images across these dataset convey
different visual information. For example, Imagenet images
have singular-focused unoccluded object, occupying large
image fraction and illumination uniformity. COCO images
contain single/multiple objects, seen in everyday life, at
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varying scales. SUN contains images of natural settings with
cluttered background, changes in illumination and occlu-
sions, which do not focus on any specific object(s). These
differences are examined in recent literature [16], [17]. In this
study, we have identified these differences by categorizing
fMRI TS of visual stimuli into corresponding visual datasets.
As discussed in Section I, comparison across visual datasets
is essential in visual neuroscience research, since it reveals
how neural activity results in visual perception. To address
this, spatial encoding of fMRI BOLD TS using GAF and
MTF has been performed to identify the latent pattern, if
distinct, across images of Imagenet, COCO and SUN. For
classification purpose, 2D CNN architecture is utilized. The
classification performance of 2D CNN is also compared with
1D neural network models- LSTM and Bi-LSTM where the
raw 1D fMRI TS is used for classification. It is found that
classification of images across visual datasets using 2D fMRI
TS outperforms classification using 1D TS data; especially
the result of 3-class classification and classification of images
of COCO vs. Imagenet improves substantially, when parallel
CNN model with combined 2D GAF and MTF features are
utilized.

To the best of knowledge of authors, this is the first study
that utilizes 1D and 2D representation of BOLD fMRI TS
to categorize diverse image complexities between distinct
datasets. The proposed methodology outperforms previous
work by A. Jamalian et.al. [2] on BOLD5000 dataset in
which authors used sequence models to classify only three
well-separable classes of images: animal, artifact and scenes
and achieved the accuracy of 68%. There are two more
studies reported in literature that used BOLD5000 dataset
for other tasks. A. Jaiswal et.al. [3] used BOLD5000 im-
ages to pretrain deep neural network models for predicting
cognitive fatigue in traumatic brain injury. Subba R. Oota
et.al. [4] used BOLD5000 dataset to study brain encoding
models that aims to reconstruct fMRI brain activity given a
stimulus. Contrary to these studies, the current work presents
a different approach that focused on analysing the efficacy
of utilizing 2D representation of fMRI TS to categorize
images with different complexity across visual datasets. In
future, the present work can be extended to investigate
correlation between these fMRI BOLD TS from which visual
brain network can be constructed for COCO, Imagenet and
SUN. Graph-theoretical analysis can be performed to check
the differences in topological architecture of these visual
brain networks which could further clarify how differently
human brain reacts while looking into images with varied
complexities.

V. CONCLUSIONS

The work presents fMRI TS analysis to categorize dis-
tinct image complexities across COCO, ImageNet and SUN.
However, BOLD5000 data contains only 4 subjects, which
is a major limitation towards conclusive inferences. Thus,
generalization of this study require more number of partici-
pants, fMRI sessions and diversity of stimulated images, that
will help advance understanding of human visual functional
neural networks. Although 5,254 images with diverse com-
plexity are quite large to study brain visual dynamics using
fMRI, it is still relatively smaller when compared to human

visual experience in everyday life. Nevertheless, as a baseline
work, the results showed a good foundation for future fMRI
studies on how vision is represented in brain.
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