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Abstract—Breast density is an important bio-marker for pre-
dicting the risk of breast dancer. Studies have showed that
women with dense breast have higher probability of breast
cancer. The density, assessed using mammogram images, is a
measure of amount of fibro-glandular tissues in a breast and
the appearance of it can mask the lesions leading to lesser
sensitivity in breast cancer detection. Hence the current clinical
workflow for breast detection incorporates a density classification
stage which suggest detailed analysis of dense breast using
additional imaging modalities like Digital Breast Tomosynthesis
(DBT). In this work a breast density classifier using deep neural
network architecture employing transfer learning is proposed
for the binary classification of breast density to assist in the
clinical workflows. The results are evaluated on publicly available
databases namely DDSM, MIAS and InBreast. The proposed
model outperforms the existing works in the literature giving on
an average 96% and 94% accuracy respectively, when tested on
DDSM and MIAS database.

Index Terms—Breast density classification, Digital Mammo-
gram, Deep learning, Convolutional Neural Network, Resnet50.

I. INTRODUCTION

Breast cancer (BC) is one of the most common cancers

found in women worldwide. According to Globocan 2020

data released by International Agency for Research on Cancer

(IARC), the estimated number of new cases of all ages was

2261419 (24.5%) out of 9227484 female studies. In the same

study, in India it is observed to be 178361 (26.3%) among

678383 females. In another Indian study, breast cancer has

found to be the number one cancer among females with age

adjusted rate as high as 25.8 per 100,000 women and mortality

12.7 per 100,000 women [1].

Early detection can reduce the risk of breast cancer through

proper and timely treatment methods. Among the various

imaging modalities used by radiologists, digital mammography

is the most common and cost effective technique for breast

cancer screening and diagnosis. Mammograms are captured

using low dose X-rays in which two standard views, the cran-

iocaudal (CC) view and the mediolateral oblique (MLO) view

of the breast is generated. A women’s breast has mainly three

types of tissues: fatty tissues, fibrous tissues and glandular

tissues. Among the three, the fibrous tissues and glandular

tissues are together called as fibro-glandular tissue and are

seen as white in a mammogram image and fatty tissues are

seen as gray. The relative amount of these tissues in a breast

is an important bio-marker for breast cancer screening. It is

termed as ’breast density’ which gives a comparison between

the amount of fibro-glandular tissue and the fatty tissue as

seen on a mammogram. To assess the breast density, Breast

Imaging Reporting & Data System (BI-RADS) has released

a standard reporting system [2] which have four categories

of breast composition based on the content of fibro-glandular

tissue as given in the Table I. Women in the first two categories

TABLE I: BI-RADS Reporting system for Breast Density

Category Breast Composition

A The breasts are almost entirely fatty

B There are scattered areas of fibro-glandular density

C The breasts are heterogeneously dense

D The breasts are extremely dense

(A & B) are having fatty breasts or non-dense and in the

other two categories (C & D) are said to have high-density

or dense breasts. Studies have showed that women in dense

breast category have a higher chance of getting breast cancer

[3], [4]. In a mammogram image, dense fibro-glandular tissue

can mask a potential cancer because both fibro-glandular tissue

and lesions look white on a mammogram. This causes an

additional risk in interpreting the mammogram image. Due to

these factors and limitations of mammograms, breast density

is assessed initially and patients with dense breasts would be

advised to undergo additional imaging using Digital Breast

Tomosynthesis (DBT).

Nowadays computer aided diagnosis (CAD) systems are

widely used to assist doctors in the interpretation of medical

images. The current systems are based on deep learning meth-

ods especially convolutional neural network (CNN). Earlier

machine learning algorithms have to be fed with specific

features to perform a task. But the CNNs are capable of self

extracting the required features from the image. In computer

vision applications, CNNs have outperformed the conventional

machine learning algorithms. In the proposed method, CNN
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based network is used to classify breast mammogram into

dense and non-dense as in a clinical procedure of screening.

The performance of the method is measured in terms of

accuracy, sensitivity, specificity and precision.

II. RELATED WORKS IN THE LITERATURE

Breast density was initially assessed using conventional

machine learning algorithms. After the development of deep

learning networks for computer vision applications, the latter

has almost replaced the conventional methods. One limitation

in deep learning method is that, it require large quantity of

data for learning process. Availability of such a large medical

data is very limited.

Matthews et al., 2020 [5] used Resnet-34 based deep

learning model for classifying breast density. Initially the

model was trained using full field digital mammogram and

evaluated using synthetic mammogram derived from DBT

exam. Later, the network was trained using both FFDM

and synthetic mammogram. The results were compared and

found improvement with adaptation using few synthetic

mammography images. They used private data from two

different sites for experimentation.

Rampun et al., 2020 [6] proposed an encoding approach,

providing a new operator called a local septenary pattern

operator. They experimented on various channel encoding

techniques for breast density classification in mammograms.

They used publically available MIAS and InBreast datasets.

They performed pectoral muscle removal from the breast

image and extracted a region of interest to reduce false

positive rate. Histograms calculated for local binary patterns

(LBP), local ternary patterns (LTP), and local quinary patterns

were treated as feature vectors. Classification using Random

Forest (RF), Support Vector Machine (SVM), k-Nearest

Neighbours (k-NN) and Multilayer Perceptron (MLP) were

compared.

Lopez-Almazana et al., 2022 [7], proposed a breast density

classification method with noisy label regularization and

compared the results with radiologists. They used data

obtained from a multi-center study. They performed noise

removal, breast segmentation using connected component,

intensity adjustment and normalization of the grey level

before feeding the images to the network for training. The

proposed CNN architecture was named Confusion Matrix

Convolutional Neural Network (CM-CNN). The network was

trained simultaneously with the opinion of three radiologist

together with the ground truth distribution. The opinion of

each radiologist in density classification is represented by a

confusion matrix in which each element is the probability

that the radiologist classifies an image in a particular density

category. They tested the confusion matrix based method

with VGG-19, ResNext4D, DenseNet121, WideResNet50 and

EfficientNet-B1 as the base architecture.

Lehman et al., 2019 [8], 2021 [9] trained ResNet-18 deep

learning network in Pytorch framework. They assessed the

density as both binary classification (dense or non-dense)

and across the four BI-RADS categories. The classification

using deep learning was evaluated in the clinical environment

by comparing the results with that of the radiologist’s

performance. They studied the clinical acceptance of the deep

learning model’s density assessment in clinical practice and

how the model influence the density assessments.

Kriti et al., 2018 [10] showed the significance of Gabor

features in analysing breast density patterns. They used

MIAS dataset and from each image, a 200x200 pixel region

of interest was extracted from the central part of the breast

tissue. Then using 2D Gabor wavelet transform (GWT) the

texture information was computed. The performance of Gabor

features for density patterns characterization was evaluated

using K Nearest Neighbour Classifier, Linear Discriminant

Analysis Classifier, Probabilistic Neural Network Classifier,

Neural Network Classifier and Support Vector Machine

(SVM) Classifier. Among the various classifiers, neural

network based classifier performed better.

Kumar et al., 2022 [11] experimented with AlexNet and

ResNet-18 by changing the activation function for breast

density classification. They used public datasets- MIAS and

DDSM and manually extracted ROI of size 224x224 from

the center of each mammogram. In the case of DDSM

mammograms, ten images are generated using one image and

in MIAS dataset, set of twenty images is generated from one

sample using augmentation technique. Ciritsis et al., 2018

[12] presented a custom made deep learning model consisting

of 13 convolutional layers followed by max-pooling and

4 dense layers with a fully connected softmax layer. The

performance of the algorithm was tested by taking a dataset

consist of 850 MLO and 882 CC views and another dataset

with 100 MLO and 100 CC images. Later the CNN-based

classifications were compared with the decision of two

radiologists.

The rest of the paper is organized into three sections. In

the first section, the dataset and methodology is explained in

detail and in the second, results obtained from implementation

is discussed. In section V conclusion are drawn out of the

research.

III. MATERIAL AND METHODOLOGY

A. Dataset

Many studies are available in literature for breast density

classification using both private and public dataset. We uti-

lized three publicly available mammography databases for the

experimentation: the Digital Database for Screening Mammog-

raphy (DDSM) [13], mini-MIAS [14] and InBreast [15].

The DDSM consists of 1370 scanned film mammography

studies. It has breast density classification based on BIRADS

as ground truth. MIAS contains 322 digitized MLO images
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of 161 cases, including benign, malignant lesions and normal

cases. It has breast density classified into three classes: fatty,

fatty-glandular and Dense-glandular. In INbreast there are a

total of 115 cases (410 images). Breast density classification

here is based on BIRADS. Since these datasets are having

limited number of image sample, augmentation is an essen-

tial step for using with deep learning networks. So in our

study basic augmentation methods such as rotation, flipping,

zooming, intensity and contrast adjustment were performed

and generated 8 samples from one sample image.

B. Methodology

1) Preparation of Data: The DDSM and INbreast data

were in DICOM format and MIAS data were in PGM

format. So the initial step was to get the pixel information

from the DICOM file. Later, images were passed through

the preprocessing stage. A 3x3 median filter is applied

to remove the digitization noise. Since the fibro-glandular

tissues are indicating the density of breast, it has to be

enhanced properly. So an adaptive histogram equalization

named Contrast Limited Adaptive Histogram Equalization

(CLAHE) [16] is performed. CLAHE was widely used to

improve low-contrast medical images [17].

a) Contrast Limited Adaptive Histogram Equalization:

CLAHE is a contrast enhancement technique, which works

on small areas of an image called ’tiles’ or ’block’. By

this local area approach, it is capable of preventing contrast

over-amplification. CLAHE has two parameters to control the

contrast and intensity. They are clip limit and block size.

The CLAHE technique divides an input original image into

non-overlapping blocks as defined in the block size. Then it

clips the histogram of each block at a predefined value and

redistribute it before computing the Cumulative Distribution

Function (CDF). By varying the clip limit, image intensity is

adjusted and by varying the block size, the dynamic range is

adjusted, and thereby the image contrast. For the processing

of mammogram images, the clip limit chosen is 10 and block

size 5x5. The resulting image after CLAHE is shown in Fig.1.

(a) Original Image (b) After CLAHE

Fig. 1: Example for Mammogram image after applying

CLAHE

b) Morphological Operations: A typical mammogram

include breast image as well as annotations such as the

type of view, date of image acquisition, patient identification.

These details are unwanted for our training purposes. So it

is necessary to remove these informations and segment only

the breast section. Before the segmentation, morphological

operations were performed [18]. In morphological operations,

top-hat and black-hat transforms were used to extract small

details from the mammogram image. Top-hat transform is

obtained by taking the difference between input image and

its opening by the structuring element, while the black-hat

transform is the difference between the closing and the input

image. The process is given in Equ. 1 and Equ. 2.

Tophat, Tw(f) = f − (f ◦ b) (1)

Blackhat, Tb(f) = (f • b)− f (2)

Final transformed image is obtained as;

T (f) = f + Tw(f)− Tb(f) (3)

where, f is the given image, ◦ denotes opening operation, b

is the structuring element and • denotes the closing operation.

After the morphological operation, another filter known

as Gabor filter is applied to enhance the fibro-glandular

tissues [10], [19]. In image processing, Gabor filter is

used for edge detection, texture classification and feature

extraction. Since the quantity of fibro-glandular tissues are

reflecting the breast density, it is essential to enhance it.

c) Gabor filter: Gabor filters are special type of bandpass

filters, which allow a band of frequencies and reject others. It

is obtained by modulating a sinusoidal signal of particular fre-

quency and orientation with a Gaussian function. To enhance

texture feature in an image, a bank of Gabor filters of different

orientations are used. The filter has a real and an imaginary

component represented in orthogonal directions.

The mathematical representation of Gabor function is given in

Equ. (4) and Equ. (5).

g(x, y, λ, θ, ψ, σ, γ) = exp
(−
x′2 + γ2y′2

2σ2
)
cos(2π

x′

λ
+ ψ)

(4)

g(x, y, λ, θ, ψ, σ, γ) = exp
(−
x′2 + γ2y′2

2σ2
)
sin(2π

x′

λ
+ ψ)

(5)

The Equ. (4) and Equ. (5) are real and imaginary parts of

Gabor filter respectively with

x′ = xcosθ + ysinθ (6)

y′ = −xsinθ + ycosθ (7)

In the filter function, λ represents the wavelength of the

sinusoid, θ is the orientation, ψ is the phase offset, σ is the

standard deviation of the Gaussian envelope and γ is the spatial

aspect ratio that specifies the ellipticity of the support of the

Gabor function. By varying the parameters, λ, θ, ψ, σ and γ,

we can get different filters that forms a filter bank [20]. In the
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implementation, except θ, all other parameters are fixed and

edges at various orientations are highlighted. The resultant of

Gabor filtering applied on mammogram image is shown in

Fig. 2.

(a) Original Image (b) Output of Gabor Filter

Fig. 2: Example for Mammogram image after Gabor Filtering.

It can be seen that the fibro-glandular tissues are highlighted.

As the last step, image segmentation is performed to extract

only the breast region. Otsu threshold based segmentation is

used in the implementation. Fig 3 shows the segmented breast

region of a sample image by removing annotations. This image

is given to the deep learning network after augmentation as

mentioned in the section III.A.

(a) Original Image (b) Segmented Image.

Fig. 3: Example for Mammogram image after segmentation

2) Training and Testing of Convolutional Neural Network:

The deep learning model and training procedures were imple-

mented using the PyTorch framework in Google colab with

Tesla T4 GPU. The available data were split in 80:20 ratio

as training and testing set respectively. Table II describe the

details of dataset after augmentation.

TABLE II: Number of images in each density class after

augmentation

Database Name Number of images in each BI-RADS class

InBreast A:1088 , B:1168, C:792, D: 232

MIAS Dense-Glandular: 896, Fatty: 848,
Fatty-Glandular: 832

DDSM A:1896 , B:4224, C:3200, D: 1640

In this implementation, transfer learning approach is used

with ResNet50 deep learning network [21]. As the name

indicates, it is a 50 layer network consist of:

• Conv-1 (1 Layer): One 7×7 kernel convolution alongside

64 other kernels with a stride of 2.

• (1 Layer) One max pooling layer with a stride of 2

• Conv-2 (9 Layers): One 3×3, 64 kernel convolution, one

1×1, 64 kernels, another one with 1×1, 256 kernels. These

3 layers are repeated 3 times.

• Conv-3 (12 Layers): One 1×1, 128 kernels, one 3×3, 128

kernels, and one 1×1, 512 kernels, iterated 4 times.

• Conv-4 (18 Layers): One 1×1, 256 kernals, one 3×3, 256

kernals and one 1×1, 1024 kernals, iterated 6 times.

• Conv-5 (9 Layers): One 1×1, 512 kernals, one 3×3, 512

kernals, and one 1×1, 2048 kernals iterated 3 times.

• Averaging Polling Layer and 1000 node fully connected

layer with Softmax activation.

Resnet50 provides a novel way to add more convolutional

layers to a CNN, without running into the vanishing gradient

problem, using the concept of shortcut connections. A shortcut

connection “skips over” some layers, converting a regular net-

work to a residual network. ResNet50 accepts images with size

224x224, so the images were resized to suit with the network’s

input layer. The loss function used was cross-entropy and the

training was optimized using Adaptive Moment Estimation

(Adam) optimizer. The number of epochs were decided based

on the variation of training and validation loss and a batch

size of 32 was selected for training.

The learning rate is an important hyper parameter that decides

the step size of gradient descent in reaching the minima or the

amount that the network weights are getting updated. To find

the learning rate, a mini batch of data is fed to the network

with a small value for the learning rate and the learning rate

is increased gradually by monitoring the loss function at each

iteration [22]. Then a graph is plotted between loss function

and learning rate. Based on the plot, optimal learning rate is

selected from the region where the loss function is changing

linearly. Fig.4 shows the learning rate v/s loss plot for Inbreast

dataset which shows an optimal learning rate value indicated

in orange colour circle.

Fig. 4: Plot for learning rate v/s loss function

This learning rate is used to train only the last layer by

keeping all other layers frozen for some epochs. Later again

the learning rate is calculated based on the same procedure.

Then the initial layers were also trained in such a way that

learning rates are incremented linearly going from the first
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TABLE III: Summary of breast density classification performance using ResNet50. (Fatty [BI-RADS A and B], Dense [BI-

RADS C and D])

Dataset Accuracy Sensitivity Precision Specificity F1-Score

DDSM 0.96 (Binary Class) Fatty: 0.97, Dense:
0.95

Fatty: 0.96, Dense:
0.95

Fatty: 0.95, Dense:
0.96

Fatty: 0.96, Dense: 0.95

MIAS 0.94 (3 class) Dense: 0.94, Fatty:
0.95, Glandular: 0.92

Dense: 0.94, Fatty:
0.98, Glandular: 0.89

Dense: 0.96, Fatty:
0.98, Glandular: 0.89

Dense: 0.94, Fatty:
0.96, Glandular:0.90

InBreast 0.91 (Binary Class) Fatty: 0.96, Dense:
0.81

Fatty: 0.91, Dense:
0.91

Fatty: 0.907, Dense:
0.908

Fatty: 0.93, Dense: 0.85

DDSM (Without Pre-
processing)

0.87 (Binary Class) Fatty: 0.90, Dense:
0.85

Fatty: 0.87, Dense:
0.88

Fatty: 0.84, Dense:
0.89

Fatty: 0.88, Dense: 0.86

TABLE IV: Comparison of breast density classification using ResNet18, ResNet50 and ResNet101 with DDSM Dataset

Dataset Accuracy Sensitivity Precision Specificity F1-Score

ResNet18 0.91 Fatty: 0.91, Dense:
0.92

Fatty: 0.94, Dense:
0.88

Fatty: 0.92, Dense:
0.91

Fatty: 0.92, Dense: 0.90

ResNet50 0.96 Fatty: 0.97, Dense:
0.95

Fatty: 0.96, Dense:
0.95

Fatty: 0.95, Dense:
0.96

Fatty: 0.96, Dense: 0.95

ResNet101 0.93 Fatty: 0.93, Dense:
0.94

Fatty: 0.95, Dense:
0.90

Fatty: 0.94, Dense:
0.92

Fatty: 0.94, Dense:0.92

to last layer, ensuring the early layers are trained at a lower

learning rate when compared to later layers.

IV. RESULT AND DISCUSSION

The ResNet50 was trained with three different digital mam-

mogram dataset. In clinical procedure, it is required to classify

the breast into fatty and dense. So to aid that, the training

is done for binary class. In the dataset except for MIAS, the

BIRADS A& B together are taken as fatty and C& D together

as dense. Since MIAS dataset has three classes, it is considered

as it is. Fig. 5 shows the variations of training and validation

losses for each epoch.

Fig. 5: Plot showing the training and validation loss for each

epoch

The performance of the network is measured in terms of

Accuracy, Precision, Sensitivity, Specificity and F1-Score

after plotting the confusion matrix. It is easy to understand

the True positive, True negative, False positive and False

negative from the confusion matrix. Fig. 6 shows the variation

of F1-score obtained during training and validation process.

Fig. 6: Plot F1-score variations during training and validation

Table III summarizes the performance ResNet50 for the the

three datasets. It can be observed that the accuracy obtained for

DDSM, MIAS and InBreast dataset were 0.96, 0.94 and 0.91

respectively. The F1-score indicates a good balance between

the precision and sensitivity. Though there is a decrease in the

performance of the network for InBreast dataset, it is showing

good results in comparison with other works in the literature.

Last row in the table shows the results obtained when the

network is trained with images which are not passed through

the preprocessing stages. The result shows that preprocessing

stage plays a significant role in the network performance. A

comparison is also made with two other variants of ResNet

architecture, ResNet18 and ResNet101 which is shown in

Table VI. According to that, ResNet50 provides better result

for the DDSM dataset in the breast density classification.

Table V compares the proposed method with the previous

works in the literature. Accuracy is considered for compar-

ison and it can be observed that the proposed method with

ResNet50 gives better result.
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TABLE V: Comparative analysis between proposed works and

previous works in literature in terms of accuracy

Reference Method Accuracy

Matthews et al., [5], 2020 ResNet34 0.911

Rampun et al., [6], 2020 Multilayer Perceptron 0.833

Almazan et al., [7], 2022 CM-CNN 0.84

Lehman et al., [8], 2019 ResNet18 0.87

Kumar et al., [11], 2022 ResNet18 0.923

Proposed Method ResNet50 0.96

V. CONCLUSION

A binary breast density classifier using transfer learning

approach is proposed in this work. A ResNet50 architecture

with data augmentation is tested on the publicly available

datasets to have a fare comparison with the existing works

in literature. Various pre-processing stages that enhanced the

features of interest such as fibro-glandular cells along with

data augmentation gave a better result compared to the exist-

ing works. Appropriate tuning of the parameter models also

augmented better results. The main aim of this experimentation

is to aid in the clinical workflow for breast cancer screening.

A screening based on breast density will help to reduce the

cost of disease diagnosis and to increase the accuracy of breast

cancer detection. So this work can be extended after clinical

validation to improve the assessment parameters and to make

the sensitivity close to hundred as required by any screening

system.
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