
  

  

Abstract— Radiation-induced lung injury (RILI) is a serious 

concern for patients affected by breast cancer. Preventing lung 

injury is impossible since radiotherapy is very effective for 

breast cancer when applied in the mammary glands close to 

lungs. Starting early treatment for preventing lung injury can 

improve the quality of life of the patients. This paper proposes 

artificial intelligence-based automation for classification of lung 

injury in retrospective patients. 1692 Position Emission 

Tomography images of injured lungs are taken and clustered 

with K-means clustering, since the data set is unlabeled. The 

entire dataset groups into two clusters-radiation pneumonitis 

and radiation fibrosis. Silhouette score is 0.1619 when applied 

on PET images of the lungs. VGG 16 based transfer learning is 

applied on the k-means clustering algorithm to improve the 

classification accuracy. The silhouette score is increased to 

0.806836. 

I. INTRODUCTION 

This Today, breast cancer is the leading cause of death in 

women. 1 in 28 women is likely to develop Breast Cancer in 

India. In the initial screening, many women present with 

stage III or IV cancer which requires extensive treatment [1]. 

If women are screened in their early stages radiotherapy 

improves survival in several women. Radiotherapy reduces 

mortality by a few percentages in a few categories of women 

depending on cancer characteristics. However, it can cause 

second cancer in the lungs decades later. Such effects occur 

as healthy cells are damaged due to radiation. Radiation 

treatment for breast cancer affects the lungs close to the 

radiation spot. 

 

Radiotherapy affects the lung and hence causes radiation-

induced lung disease/toxicity especially when the cancer is 

in the left breast [2]. The injury to lung occurs in various 

phases from pneumonitis to chronic fibrosis and sometimes 

even lung cancer. The risk of developing radiation-induced 

lung fibrosis (RILF) is very high in these patients [3]. 

Machine learning approaches are being applied extensively 

to problem-solving in healthcare, and there is no exception 

to radiation oncology. Algorithms are being developed for 

external beam radiation therapy; machine learning though 

tries to mimic conventional human-driven solutions, there is 
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definitely an increased efficiency and consistency. But it has 

to be agreed that machine learning has limited utility since 

algorithms are trained using expert opinion as ground truth. 

There is a possibility that problems or ground truths are not 

well-defined. Because of this, a lot of research is happening 

in this area. 

 

Radiation-induced lung injury has been gaining attention 

since 2016, and with the COVID pandemic, a number of 

researchers are working in this area. Artificial Intelligence 

and Machine learning applications in this domain for 

limiting the complications are being proposed by the 

researchers, but due to the limitations, they are yet to be 

practiced in clinics. 

 

AI-based machine learning algorithms to automatically 

diagnose lung toxicity will definitely limit the complications 

due to the treatment given to cancer patients. The COVID 

infection will not further disturb the quality of life, and the 

mortality rate of cancer patients due to COVID can be 

reduced. 

 

This paper proposes transfer learning technique for 

classification of lung injury in retrospective patients. The 

dataset taken from Kaggle is unlabeled and hence initially k-

means clustering is applied on the PET images of lungs. 

Since the classification accuracy is not good and when 

retrained the results were even worse. Transfer learning is 

applied for K-means with already trained VGG-16 

architecture. The dataset is grouped into two classes and the 

accuracy of classification is improved with transfer learning. 

II. LITERATURE 

Exposing the lungs is unavoidable, while irradiating the 

breast. Recent researches claim that recurrence of breast 

cancer significantly reduces when radiotherapy is applied to 

the regional lymph nodes, including the internal mammary 

chain (IMC). But these nodes are placed very close to the 

lungs. This will increase lung radiation exposure irradiating 

them. Lung injury is therefore unpreventable during radiation. 

A study published with the results of 40,781 women 

affected by breast cancer between 2010 and 2015 is analyzed 

[4]. Women in this study are diagnosed for breast cancer or 

ductal carcinoma. The study clearly shows many of the women 

during the follow up after 10 years had lung injury. 

When it comes to automation in diagnosis of lung injury, 

several papers are being published by researchers working in 

Artificial intelligence and machine learning.  
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VGG16, InceptionV3 as well as ResNet-50 are assessed 

for lung disease classification with transfer learning [5]. Pre-

trained models with simple classifiers are capable of 

competing with complex systems.  

Gaussian Bayes (GB), k-nearest neighbor (k-NN) and 

Support vector machines (SVM) algorithms are used in the 

classification of respiratory diseases [6]. When the number of 

features is large but sample size is limited, SVM and k-NN 

perform better when there are more than two classes. 

Gaussian Bayes gives the best output when there are only 

two classes. 

400 lung CT images with various lung issues and normal 

images are taken for classification [7]. MLP, KNN and SVM 

classifier are used. Gray Level Co- occurrence Matrix 

(GLCM) is used for the selection of most relevant features. 

Classifier shows 99.2% for KNN and less for other two 

methods. 

Another algorithm proposes classification of lung 

abnormalities from chest X-ray images [8]. Convolutional 

Neural Network is proposed for automatic extraction of 

features. Optimization is done using min-max scaling. The 

experimental results show that the accuracy of the model 

improves by 3.1% and at the same time computational 

complexity is reduced by 16.91%. 

TL is a technique where a pre-trained model, typically 

trained on a large dataset, is used as a starting point for a new 

task or dataset. Each can be further divided into two 

subcategories; hence, four TL approaches are defined and 

surveyed in this paper.[9] These four approaches provide 

different levels of flexibility and complexity in utilizing pre- 

trained models for transfer learning. The choice of approach 

depends on factors such as the availability of data, similarity 

between the pre-training and target tasks, and the 

computational resources at hand. 

The specific details and implementation of Truncated TL 

may vary depending on the paper or study you are referring 

to[10]. However, the general idea is to selectively reuse and 

fine-tune appropriate bottom layers while discarding the 

remaining layers, creating a more tailored transfer learning 

approach. 

Differential TL" in the context of transfer learning (TL) 

for medical image classification (MIC) and segmentation. 

[11] It states that early work in this field, similar to 

developments in computer vision (CV), often utilized deep 

convolutional neural networks (DCNNs) pre-trained on CV 

tasks as feature extractors or initializers. 

TRANSFER learning (TL) is a common practice for medical 

image classification (MIC), especially when training data are 

limited. [12]– [16] These studies have shown that leveraging 

pretrained DCNNs can significantly improve the 

performance of medical image classification tasks, 

especially when training data are limited. 

III. METHODOLOGY 

A. Data Acquisition and Augmentation: 

 Positron Emission Tomography (PET) images of the lungs 

injured due to radiation are taken from NIH database. The 

acquired images are of Ga-68 aerosol (Galligas) images, CT 

images and CT-Galligas fused images. These images are 

obtained from the exploratory study in patients with clinical 

diagnosis of injury. 1692 images are taken from the dataset. 

The size of each image is 400x400. Data augmentation is not 

carried out since each patient data has more than 100 views. 

Figure 1 shows CT lung and PET Galligas images taken 

during inspiration and affected by injury. Figure 2 shows the 

fused image. 

        

      Figure 1: (a) CT-Lung                        (b) PET-Galligas 

 

Figure 2: PET-CT-Lung (Fusion) 

B. K-means Clustering: 

Initially the entire data set is unlabeled and hence 

clustering algorithm is used for checking the possible levels 

in which the dataset can be grouped. K means clustering 

groups N observations into K predefined non-overlapping 

clusters. Every observation gets classified to one of the 

clusters.  

In the given set of observations (x1, x2, ..., xm), in which 

every observation is a h-dimensional real vector, all the m 

observations are partitioned by the algorithm into k sets - k (≤ 

m) sets S = {S1, S2, ..., Sk} to minimize the variance. The goal 

is to measure the minimum variance as sum of squares with 

minimum distance 

arg Smin =arg Smin Var  
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where µi = , is the average of points Si 

|Si|.is the size of Si. And || . || is the L2 norm. 

This is similar to reducing the pairwise squared 

deviations of points belonging to the same cluster 

arg Smin  

The equivalence   value   may   be   derived   from 

|Si|  =  

Total variance is always a constant.  

 Initially the Galligas images of the lungs are taken and k 
means is applied with 2 clusters. Each image is assigned to 
any of the clusters with minimum squared Euclidian distance.  

 

where each xp  is assigned to exactly one cluster S(t) 
though there is a possibility that this could be assigned to 
both the clusters. 

Since more images are not assigned to both the clusters 
the model is run again with three labels of clusters.  

 

The algorithm is tried with varying number of clusters. It 
is seen that the silhouette score is very low for varying 
clusters with the optimal value obtained for 10 clusters. The 
optimal score obtained is 0.20740. This is also very low 
which shows that the k-means is not effective in clustering 
the data set.  

 

Transfer Learning: Transfer Learning tries to utilize the 
knowledge gained in solving a problem to solve another 
related newer problem in less time with the help of the 
knowledge obtained while training the first model.  

Algorithm 

1. Preprocess the image as required by the transfer 

learning model 

2. Convert every image into respective vector using the 

weights from the transfer learning model. 

3. In every list, store all the image weights after 

flattening. 

4. Form clusters after feeding the built list to k- means. 

VGG 16 pretrained with ImageNet is used for classification 

with k-means. 65 feature vectors are derived from the 

pretrained model and from that clustering of the unlabeled 

dataset is done.  Worked with different number of clusters 

but the silhouette score is high for two clusters.   

IV. RESULTS AND DISCUSSION 

The data set taken for analysis is unlabeled. The database 

actually has images of 20 subjects and dataset of each subject 

has 85 images approximately.  

K means clustering gives very poor results with very less 

optimal silhouette score. Optimal value is obtained when 

number of clusters formed is 10. For clusters varying from 1 

to 9 the silhouette score is very less ranging from 0.01 to 

0.16. 

When transfer learning is applied with VGG 16 

pretrained model, the silhouette score improved with optimal 

value for two clusters. The silhouette score increased to 

0.806836 from 0.16740. Figure 3 shows the silhouette score 

obtained for k-means clustering.  

The results obtained have lot of variations as the dataset 

is unlabeled. VGG 16 is pretrained with ImageNet dataset. A 

pretrained model with medical image data set is not 

available. However, studies are already done for image 

classification in medical diagnosis by imparting the 

knowledge of CNN architectures pretrained with ImageNet 

data set with better accuracy. This model for classification of 

unlabeled data set started with this concept. However, the 

end results did not show any reliable classification both with 

k-means as well as transfer learning applied k-means. 

To understand the possibility of applying k means and to 

understand where the model failed the data set is taken to the 

radiologist for labeling. The radiologist identified the data set 

had images of subjects with normal lung as well as affected 

lungs. The diseases in the affected lungs are classified as 

pneumonitis, pleural effusion, bronchitis and Carcinoma. 

This means there should be 6 clusters. But transfer learning 

provided optimal value with 2 clusters. This means the 

clustering is done based on 2 classes – (i) Normal and (ii) 

Affected. One cluster had 1352 images and the other cluster 

had 340 images. Based on the classification made by the 

radiologist, the clustering model developed with VGG16 

gives optimal value for 2 clusters which matches the normal 

and affected classes.  

Transfer Learning performs better in the clustering of 

unlabeled data set. However, the accuracy of the clustering 

algorithm is still questionable and can be better supported 

after proper labeling and classification of the same data set.  

The authors are labeling the entire data set with the 

support of the radiologist in the team. After labeling, 

classification of the dataset will give better information on 

the accuracy of clustering algorithm. The labeled dataset 

sample images are shown in figure 3. 
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  Figure 3(a)-Normal                 Figure 3(b)- Pneumonitis 

           

Figure 3(c)-Tuberculosis           Figure 3(d)-Carcinoma 

          

Figure 3(e)- Effusion              Figure3(f)- Infection 

Figure 4 shows the silhouette score for clusters formed 

with simple k-means. It is seen from the graph that the 

highest silhouette score is 0.16 which means the reliability of 

the clustering model developed is very less. The silhouette 

score of transfer learning model shown in Figure 5 is highest 

with 0.8 for 2 clusters and hence better.  

 

Figure 4: Silhouette score for K means  with PET image 

 

Figure 5: Silhouette score for Transfer Learning applied   K means with 

PET images. 

ACKNOWLEDGMENT 

The authors would like to express their thanks to Science 

and Engineering Research Board (SERB), India for 

providing financial support to this project through Core 

Research Grant (CRG). 

REFERENCES 

[1] Gaurav Agarwal et al., 'Breast Cancer Care in India: The Current 

Scenario and the Challenges for the Future, Review Article, J Breast 

Care, S. Karger GmbH, Freiburg, 2008 
[2] Hanania AN, Mainwaring W, Ghebre YT, Hanania NA, Ludwig M. 

Radiation-Induced Lung Injury: Assessment and Management. Chest. 

2019 Jul;156(1):150-162. doi: 10.1016/j.chest.2019.03.033. Epub 
2019 Apr 15. PMID: 30998908; PMCID: PMC8097634. 

[3] Rahi MS, Parekh J, Pednekar P, Parmar G, Abraham S, Nasir S, 

Subramaniyam R, Jeyashanmugaraja GP, Gunasekaran K. Radiation-
Induced Lung Injury- Current Perspectives and Management. Clin 

Pract. 2021 Jul 1;11(3):410-429. doi: 10.3390/clinpract11030056. 

PMID: 34287252; PMCID: PMC8293129. 
[4] Carolyn Taylor et al., 'Estimating the Risks of Breast Cancer 

Radiotherapy: Evidence From Modern Radiation Doses to the Lungs 

and Heart and From Previous Randomized Trials’, Journal of Clinical 
Oncology, 35, no. 15, 2017, 1641-1649. Zak M, Krzyżak A. 

Classification of Lung Diseases Using Deep Learning Models. 

Computational Science– ICCS 2020. 2020 May 22;12139:621–34. 
doi: 10.1007/978-3-030-50420-5_47. PMCID: PMC7304013. 

 

[5] Murat AYKANAT, Ozkan Kilic, Bahar Kurt, Sevgi Behiye 
SARYAL,’Lung disease classification using machine learning 

algorithms’,International Journal of Applied Mathematics Electronics 

and Computers 8(4):125-132, December 2020. 
[6] B. M. Boban and R. K. Megalingam, "Lung Diseases Classification 

based on Machine Learning Algorithms and Performance Evaluation," 

2020 International Conference on Communication and Signal 
Processing (ICCSP), Chennai, India, 2020, pp. 0315-0320, doi: 

10.1109/ICCSP48568.2020.9182324. 

[7] Farhan, A.M.Q., Yang, S. Automatic lung disease classification from 
the chest X-ray images using hybrid deep learning algorithm. 

Multimed Tools Appl (2023). https://doi.org/10.1007/s11042-023-
15047-z 

[8] Le Peng, Hengyue Liang, Gaoxiang Luo, Taihui Li, Ju Sun, ‘Rethink 

Transfer Learning in Medical Image Classification’, Cornell 
University, 2021 

[9] M. Ghafoorian, A. Mehrtash, T. Kapur, N. Karssemeijer, E. 

Marchiori, M. Pesteie, C. R. Guttmann, F.-E. de Leeuw, C. M. 
Tempany,B. Van Ginneken et al., “Transfer learning for domain 

adaptation in mri: Application in brain lesion segmentation,” in 

International conference on medical image computing and computer-

assisted intervention. Springer, 

[10] H.-C. Shin, H. R. Roth, M. Gao, L. Lu, Z. Xu, I. Nogues, J. Yao, D. 

Mollura, and R. M. Summers, “Deep convolutional neural networks 

979-8-3503-0219-6/23/$31.00 ©2023 IEEE 1252



  

for computer-aided detection: Cnn architectures, dataset 
characteristics and transfer learning,” IEEE transactions on medical 

imaging, vol. 35, no. 5, pp. 1285–1298, 2016. 

[11] G. van Tulder and M. de Bruijne, “Combining generative and 
discriminative representation learning for lung ct analysis with 

convolutional restricted boltzmann machines,” IEEE transactions on 

medical imaging, vol. 35, no. 5, pp. 1262–1272, 2016. 
[12] A. Rehman, S. Naz, M. I. Razzak, F. Akram, and M. Imran, “A deep 

learning-based framework for automatic brain tumors classification 

using transfer learning,” Circuits, Systems, and Signal Processing, vol. 
39, no. 2, pp. 757–775, 2020. 

[13] B. Q. Huynh, H. Li, and M. L. Giger, “Digital mammographic tumor 

classification using transfer learning from deep convolutional neural 
networks,” Journal of Medical Imaging, vol. 3, no. 3, p. 034501, 2016. 

[14] N. Antropova, B. Q. Huynh, and M. L. Giger, “A deep feature fusion 

methodology for breast cancer diagnosis demonstrated on three 
imaging modality datasets,” Medical physics, vol. 44, no. 10, pp. 

5162– 5171, 2017. 

[15] M. Ghafoorian, A. Mehrtash, T. Kapur, N. Karssemeijer, E. 
Marchiori, M. Pesteie, C. R. Guttmann, F.-E. de Leeuw, C. M. 

Tempany, B. Van Ginneken et al., “Transfer learning for domain 

adaptation in mri: Application in brain lesion segmentation,” in 
international conference on medical image computing and computer-

assisted intervention. Springer, 2017 

979-8-3503-0219-6/23/$31.00 ©2023 IEEE 1253


